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FOREWORD

Performance of the propulsion system must be known to a high degree of accuracy throughout the entire flight
envelope to achieve the level of operational capability demanded from today's high-performance aircraft.The starting point
for a synthesis of propulsion system behaviour is the performance of the basic engine, and this is normally obtained from
measurements made during full scale tests on the ground in test beds and altitude simulation facilities. In the latter, the
environmental conditions of pressure and temperature met in flight can be accurately reproduced.

During the late 1970s joint engine development and licensed production programs among companies from different
countries were becoming common. Further, engines which were developed in one country often were used in airframes
developed in another. Both situations require engine performance information which can be interpreted internationally and
provide a valid basis for performance comparisons. However, experience showed that there was poor understanding of the
meaning of engine performance characteristics as derived from test facility measurements in the different countries.

Because of the critical nature of engine test measurements and their influence on aircraft performance predictions, as
well as the need for a sound understanding of test-related factors, which may influence such measurements, an inter-facility
comparison was proposed by the Propulsion and Energetics Panel (PEP) of AGARD. The basic idea "sas that a nominated
engine would be tested in several facilities, both ground level and altitude, the results then compared, and explanations
sought for any observed differences.

AGARD offered a unique structure to execute such a program and precedent for A(iARI) sponsorship existed in the
earlier testing of uniform aerodynamic models in wind tunnels under the auspices of the Fluid Dynamics Panel. A formal
proposal was presented to the Propulsion and Energetics Panel (PEP) of AGARD in April 1979 by the US Delegation.
Although the scope of the effort was of a magnitude and timespan uncharacteristic for an AGARD undertaking, the PEP
agreed to sponsorship and Working Group I 5 was chartered to conduct the project which became known as the Uniform
Engine Test Program (UETP). Dr James G.Mitchell. then Chief Scientist at the U.S. Arnold Engineering Development
('enter. was appointed as Chairman of this major new effort and members of the engine test community throughout AGARt)
were selected to serve on Working Group 15 along with PEP representatives.

Two specially prepared and instrumented turbine engines were tested ii1 ground test beds and altitude facilities in fivc
countries (eight test facilities) in a closely controlled test program. The participating agencies bore the entire cost of testing
anti the costs of all subsequent data analyses. These testing agencies in order of testing were: National Aeronautics and Space
Administration Lewis Research (enter (NASA. U.S.), Air Force Arnold Engineering Devclopment Center (AEI)C. .S.).
National Research Council ofCanada (NRCC, Canada). Centre d'Essais des Propulseurs (CFPr, France). Turkish Air
Force Overhaul itse I'TUAFTurlCev). Royal Aircraft Establishment at Psestock (RAE.(P). U.K.). and Naval Air Propulsio
('enter (NAPC, U.S.).

The UFTP began with the primary objective of providing an international test facility calibration program to permit
inter-facility comparisons of engine performance, It became apparent early on that facility measurement uncertainty
estimates would be an important consideration in the UETP from the standpoint that the interpretation of the intcrfaclits.
comparisons would depend on a consistent, well founded treatment of the different measurement processes used by each
facility. Also, interpretation of the observed data differences could provide valuable insight into the validity of each facility.'
estimated measurement uncertainties and result in the improvement of measurement uncertainty estimation methodology.
Such an opportunity to observe a wide variety of testing influences and the means to provide a directIy-comparable.
quantitative csaluation of the quality of the different test methods and measurement equipment in use at the %arious facilitic,
had never before been presented. As a result, a new appreciation of the sensitivities of some of the testing engine %ariables
and their interactions could be gained. It is likely that the use of this information to improse testing techniquc,. teting
hardware, and datia acquisitionhandling could become the most important contribution of the t IFTP.

To address test facility nteasurement uncertainties, a Sub-group of the main Working Group was fornied ss ith Mr
J.P.K.Vleghert appointed as the Chairman. In addition, members of the test facilities conversant with the measurement
uncertainty estimation process were also selected to serve on this Sub-Group. The Sub-group met for the first time at
AGARD ifeadquarters in Paris. France. from 29 April - 3 May 1985 to discuss the Elemental Error Audit put together
earlier by the North American facilities and to identify the type of information further required and the reporting
requirements for each of the test participants. Subsequent meetings of the Sub Group swere held at RAE(l') in Nov ember
I 987. and February 1989, and at NRCC in June 198S.

The reader interested in the UFTP interfacility engine performance comparisons for both altitude and ground level test
facilities including the interpretation and analyses of the performance differences is referred to AGARD AR 248 'The
Uniform Engine Test Programme'. by P.F.Ashwood (Reference 12). Much of the background information and facility
description was taken from this report and is repeated herein for completeness. Neverthelcss. it is advisable for the reader to
have this report and the 'landbook Uncertainty in Gas Turbine Measurements', by R.B. Abernethy and JW. Thompson
(Reference 2) available when studying this AGARDograph.
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THEME

The AGARDograph is an outcome of the Propulsion and Energetics Panel Working Group I5 on Uniform Engine
Testing Progranimc'(AGARD AR 248). During the performance oif this Group it appeared that the results of some test
runs were somewhat scattered without an obvious explanation. The Group. therefore, formed a sub-Group with the task ot
carefully assessing the uncertainties of the measured data in order to find out whether the scattering was within the expected
uncertainty or whether an explanation must be found. Since the results of the efforts of the sub-Group have some importance
beyond the Working Group 15 tests, it was decided to report them in the form of an AGARflograph. In Chapter 5 the
different uncertainties are estimated. The discussion on the uncertainties appears in Chapter 6. and in the following Chapter
7. ten conclusions are drawn from the efforts.

This AGARDograph was prepared at the request of the Propulsion and Energetics Panel of AGARI).

Cette AGARDographic a pour (irigine les travaux du Groupe de travail 15 du Panel AGARI) dc Priipulsion ct
d'Energetique sur "Le Programme d'Essai Uniforme des Moteurs' (AGARD AR 248). Au cours des aciitiwes de cc groupe
une dispersion non-ncgligeable aiti iiebservec dans les riesultats dc ccrtaines series d'essais et ceci sans explication c% ident.
Le Groupe a done d&cid& de crcer uii sous-groupe qui aurait pour mission de faire uiie evaluation dcidie du degi c
d'incertitude sur les donn~es obtenues par la mesure. afin de de~terminer %i la dispersion constatce sc conformait au degrc
d'incertitude attendu. ou s'il fallait en trouver une explication. Etant donne que 'importance des rcsultats obtenus par e
sous-groupe d~passait Ie cadre des essais conduits parle groupe de travail No. I5. it at&tie diecide de les publier sous formec
d'AGARDographie. Une evaluation des differentes incertitudes est faite au chapitre 5 de cette publication. Lc chapitre 6
contient Ie texte des discussions qui ont eu lieu sur les incertitudes et le.- conclusions sont indiques au chapitre 7.

Cette AGARI~ographie a Oi3 ri~alis;& t ]i demande du Panel AGiARD de Propulsion et LTnergetique.
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EXECTVE T 5AR

The UETP is one of the most extensive experimental and anaclytical programs ever sponsored by ACARD.
The program was proposed by the Propulsion and Energetics Panel and approved byv ACARD in 1980. The
objectives of the program were:

"To provide a basis for upgrading the standards of turbine engine testing within AGARD countries b'
comparing test procedures, instrumentation techniqunes and data reduction methods, thereb increasing
confidence in performance data obtained from engine test facilities.

To compare the performance of an engine measured in ground level test facilities nnd in altitude
facilities at the same non-dimensional conditions and establish the reasons for any observed
differences."

The UETP involved testing of two turbojet engines in five countries (iS, Canada, France, Turkey and
UK) using four altitude test facilities and four ground-level test beds. Th testing pror.an began fit !Q81
and extended over a period of approximately seven years, with the supporting data analysis prograrr
progressing concurrently on a cooperative multi-national basis. The pc 'iramme has a historic importance in
that for the first time it has made possible direct comparison of engine performarce as measured in a
closely controlled test progra over a range of altitudes and flight speeds, Ic different facilities, nod
using different methods of data acquisition and processing.

The test facilities which participated in the test program are noted in the order at tesing and with
comments on the type of test program.

National Aeronautics and Space Administration (NASA.) 2 engines at altitude
Arnold Engineering Development Center (APIlC) 2 engines at altitude
Natiseal Research Council of Canada (NCC) 2 engines at ground level
Centre d'Pssais des Propulseurs (CEPr) 2 engines at ground level

I engine at altitude
Turkish Air Force Overhaul base (TUAF) I engine at ground level
Royal Aircraft Establishment Pyestock (RAF(P)) I engine at altitude
Naval Air Propulsion Center (NAPC) I engine at ground level

(open air facility)

NOTE: NASA and NRCC performed repeat testing prior to testing at NAPC.

The test vehicle selected for the program was the Pratt & Whitney ,i%7-P-1qW twin-spool turbojet. This
engine was chosen because of its rugged, mature configuration with minimum mechanical sariab'e geometry
features which could introduce small performarce variations from te;r to test. It was also of a sice whiol
made it acceptable for test in the tacillties onder consideration. Tic fact that, by modern standards, it
is of modest nero-thermodynamic design was of no consequence. Two engines were loaned to the proeram by
the U.S. Air Force. Due to higher priority test workload at the participating facilities, it was not
possible to test both engines in all facilities as was the orlpinal intention.

At the commencement of the program a Ceneral Test Plan wos prepared which defined the location and
extent of the engine instrumentation, the test conditions, the test procedure and the equations to be used
for calculating the engine performance parameters. Test results were only interchanged betweeo faciltis
after each completed their test program so that each facility went into its testing 'blind' and with no
basis for comparison. As the program progressed, interac~llty comparisons becase possible and extensise
investigations were undertaken to discover the euse of the observed dlifferences.

The General Test Plan called for a pre-test evaluation and declaration of measurement uncertaintv int
this eventually developed into a subsidiary investigation, wiicb is reported here. The subject of error
analysis is highly specialized and recuired rigorous treatment; this is exemplified by the error audit
procedure developed by the North American test facilities and applied by each of the part'icpating
facilities. This was a valuable outcome of the IETP and resulted in better identification of error sources
with consequent improvement in overall standards. In particular, the error analysis program deoonstratel
the importance of setting up procedures for clhecking all measuorement systems and Applniug them rcotiuuuouslv
at all stages of the test program.

The measurement systems (including sensors, scanning devices, power supplies, transducers. cahlng,
data acquisition and processing equipment) used for the UETP differed widely among the various test
facilities. Two common measuring system haracteristics, however, were the roe of electronic scanning and
conditioning equipment and computerized aculsition and processing. The exception was the TUAF measurement
systems which included a large number of mecharical Rages and manuall , recorded data. Although a common
methodology was used to make the measurement uncertainty estimates, there is some flenibility in the
definition of the elements of tb, measurement process ond the allocation of the bias and precision cearrs
for those elements. As a consequence, there was a much wider vprlation in the elemental bins and precision
errors between facilities than for the estimated total measurement uncertainty for the engine perforr ence
parameters. The range of the estimated measurement uncertainties for some of the basic measuremenits and
engine performance parameters ot approximately tice nld-thrust level of the engine power range teslee ore
noted below. The ground level facility results correspond to standard day test conditions; the altitude
facility results correspond to anr engine inlet temperature of 2Rg'K and a low altitude (P2 - ii.

7
KPa) and

high altitude (P2 - 20.7KPa) test condition.



FRange of Estimated Uncertainties
Ground Leval Facilities Altitude Facilities

BASIC IIFASUREMENTS P2 =101.3 KPa P2= 82.7 i~a P2 20.7 bPs

Ncile Force FS + 0.4 to l.S7 ! 0i.3 to 01.7" 0.6 to 3.07
Fuel Flow WF + 0.4 to 0.6% i 0.2 to 1.17 + 0.5 to 1.67
Engione TIier Pressure P2 + 0.2 to 0.37 ! 0.1 to 0.57 01 to .2
Engine Inlet Temperatore T2 + 0.3 to 0.8% t 0.3 to 0.67 T 0.3 to 0.4.7

ElOISE FFIF0LMANCF PARAMETERS

Net Thrust FND ± 0.5 to 0.6! 0.4 to 1.27 t 1.6 to 3.27
Specific Fuel Consumption SPURI) t 0.9) to 1.2% 0.6 to 1.7" t2.! to 3.5"
Airflow WAlED ± 0.3 to 0.7%' ± 0.4 to 0.8%t 0,8 to 2.67-

Key contributions; af the YElP reasutemelit uncertainty assessment to the ACABRl participat ine countries are:

- Major odvnces in the assessnent and comnmnication oi data qual ity were made ho the AGAPP turbine
tout community daring the course of this program. A single methodology for euti-at ing the hi~s
limits, precicion Indices, and overall Ucertaioties of rho mevasured and calcalatvd engine
performance parameters wan adopted for the IIFTP. Implemnctatioin at eachi facility followed local
pracrice.

- The l'ETF provided a quantitative evaluation of the moalt y of the diffe-ent meavoremieot met beds ard
equipment in Use at the various f!o i is.I no case wene all of Lite best feature'; coacoorared at
a siogie facility. Thus, a systematic bosis is now available for each facility to idec-tifn and
*mplem...t fsiutne improvements in t-'t eapahsllt.

- Engine speeds bad the loweut uneertaloto of the porfocrclne parameters. ilowovor, doe t,, -osi int.
(curve shif t) effects, comparisons~ Uf perfornstie on the bas is of engine speed! do vot novesoari Is
eive the lowest overall uncartaicty.
hoigin -c pecific fuel consumption had the largest predicted onrsrtalntv of the performnoce parameter
The oth- er a perfoemanee meavcremeats, thrust, fiielI flow and airflow, lay ber twos these sot rmen.
Twi measurement systems were specialfe- rotabin for demonstrated low meosuremnemt ovoc crainty ilthin
Their c s i.e. the positle displacement fuel flow e rs at K F) n tie ovr at rflcw maccr

at APESO.

- IN l-establljibed natilonaI test cemiers hlive hellu provided as incentive to improve zlheir tuit ie n - ion
lest meanureicut techniques ho adopting hotte tt iodnlogv, procedures and eqiiipeet

final -, the extent to which the tETP has boeei of value sre will lead tI, icprovemcstv in fktssr r-lcuasilc-
nnnt techniques wij depend iiprr ;.ti ons trii bye ea3ch porticipatit! oa, ititv. however, tie is!cm il
that the growth in knowledge of better ways oif assessing aiid :rnderstandinig test fai its menrsilurccot ascot-
tairies will lie reflected in an improved and notre standardiaed test ope ratlon is -'1 rho partic iparioc
countries.

-1NT80000TION - I-

1he ".I9? is one of the most estensive enperimenital and aitaptical programs ever sponsored ioiARDI.
The program was proposed by the Propulsion and 1:nergetics Pianel and opprovod be WiARP in I fI* The
oblI' er ivan of the prugran. were:

"
1

Ta provide a basis for upgrading the standards of turhine engine testing wlthin AGARDc~ethsh
5 omparisg test procedures, instrumentation techniques and datai rediucuion notlids. thoreto iuicee asITr
eef idence it periormanie data obtained Iron eoghne test facilities.

c,.ompare the perforenGre of an engine measured il grountd level test fc ities ai iv niiude
facilities at the sane s o-dimensieal conditions and establish the -sons for i.% ibse ted

The lET? invoiced testing of two trbojet engines in five countries O'S, Canada. France, Tiurev and
IK) Uing fat altitdue est fc .ities and four ground-level test beds. The testing pregras bega in 081

,and extended over a period of approsimatel Isseven years, with the support log data anal'-is program
progressing cincrrrrentr" vi2 a cooperative tti-natiomal busts. The program has an o0st6fe l .3tince to
that for the first tine It has made poseihie tent program over a r-ge of altitodes and i light -peed. in

different facilities, and sing different methreint daet acquisition ard processingu
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At tire commencemeot of the program a General Test Plan (GTP, lef.i) was prepared which defined the

location and extent ot the referee instrumentation, the test conditions, the test procedure, and the
equations to be used for calculating the engine performance parameters. Test results were only
interchanged between facilities after each completed their test program so that each facility went into
Its testing 'blind' and with no basis for comparison. As the program progressed, interfacillty comparisons
became possible and extensive investigations were undertaken to discover the cause of the observed
difference p.

lo quantisy interfacility differences attributable to measurement systems and to provide

acrrnmoo basis for comparisons of the quality of different measurement systems, the
GTP called for an evaluation aL. declaration of measurement uncertainty based on the methodology

developed by Dr. R.B. Ahernethy and J.W. Thompson (Ref.2). The initial measurement uncertainty estimates
differed widely bet.en the different test facilities, therefore it was proposed to go into further detail

in the estimatiin procedure. To this end the North American facilities put together an Error Audit (Ref.3)
which all participants were requested to follow to clarify the differences in the uncertainty results. A
Sub-Groer on Uncertainty Assessment was formed (see Appendix I - J.P.K. Vleghert, Chairman) which met for
the first time in Paris from 29 April - 3 May 1985. This meeting, which was very helpful in clarifying the

procedures used by the different facilities, is reported in Ref.4. Subsequent meetings of the Sub-Group

were held at RAt(P) in November 1987 and Februari 1988 and at NRCC in July 1988.

The present report includes a review of the UIETP measurement uncertainty methodology as it was

flnally implemented and the measurement systems used at each facility for engine performance
determination. Samples of the detailed information provided by each facility are shown and a detailed

comparison of the measurement uncertainties and a discussion of some of the major difference are

presented. The elemental error values are mainly a question of classification, and this differed in detail
between the participants. The information presented is a compilation of the reports on data uncertainty
from the different facilities, given as Refs.5-1i. Comparison of the facility measurement uncertaints

estiemates with test data results is contained in the main report of the Working Group (ief.12).

TEST PROERA.3E

Two engines were made available for the programme and it was intended that both would he tested in
eacl of the participating facilities thus providing a back-up in the event of failure of one engine.
However, restrictions on facility availability resulted in only one engine being tested in the altitude

lacilitie at CEPr and RAE(P) and one on the ground level bed In Turkey and at NAPC.

Due to a higher priority workload it did not prove possible to undertake testing at NAPC until after
the other tlilP tests hod been completed and the major part of this Report compiled. For this reosro the

NAPC uncortairty results are reported separately in Appendix I, and are not discussed in this report.

The chronological order if testing end the types of test are shown in Table 0-1:

ABILE 2-i - UETP TEST CHRONOLOGY

fAG IL ITY ALTITUDE GROUND TRUVE.

ENGINE tvO?94 615037 607594 615025

NASA (FE) US T T NT NT
AEDC ItS T T NT NT
NRCC (WEi Can NT NT T T

EPr Fr T, NT T T

RAE (P) UK T NT NT NT
TUAF TI' NT NT NT T
RAE (P) UK T NT NT NT

NASA (S) uS T T NT NT

NRCC (SF) Can NT NT T

NAi'C US NT NT NT T

T - Tested NT = Not 'Tested T = Test Aborted
FE First Entry (first test series) SE = Second Entry (second test series)

2.1 T-st Article

Two J57-19W nmon-afterburning turbojet enpines, were furnished by the I'S Air Force for the UETP, with

serial numbers P607594 and F615037. The baste J57 engine is a two spool axial flow machire with a nine-

stage low pressure compressor, seven stage high pressure compressor, cannular combustor, single stage high
pressure turbine, two stage low pressure turbive and fixed convergent nozzle with a tail cone extending
thrronrih the nocole exit plane. The only variable geometry features are the intercompressor on/off bleed
which lschar vs air overboard during Slarting ard low power operation and the aerodynamically coupled
spools. This limited variable geometry ensured better repeatability of performance than would be the case
with mechanically controlled variable incidence vanes and/or exit nozzle. The engine was of a size which
made it acceptable for tests in tIe facilities under consideration. The fact that, by modern standards, it
is of modest aero-thermodynamc design was of nro consequence.

The tsillcone on the standard .157 engine extends through the nozzle exit plane and it was lelt that

this arrangement would make it difficult to determine with sufficient accuracy the nozzle flow and thrust

coefficients, parameters considered to be of prime Importance In establishing engine performance.
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Accordingly the standard nozzle was replaced by a cylindrical tailpipe and a convergent nozzle, fabricated
by rolling sheet metal, to provide a more uniform nozzle profile as well as providing a more suitable
platform for the pressure and temperature instrumentation needed to establish the nozzle inlet conditions.

2.2 Test Instrumentation

The instrumentation package was divided into two categories: facility peculiar, or primary
instrumentation, and engine peculiar or referee instrumentation (fig. 2.1). The primary instrumentation
was that used to measure those parameters required to calculate inlet total airflow, net thrust and
specific fuel consumption (SFC) and pressures and temperatures to monitor test cell environment and engine
oil condition. The referee instrumentation was used to set test conditions, monitor engine health, and
record engine performance retention. It consisted of pressure and temperature probes at the engine inlet,
combusror inlet (high compressor discharge), turbinn discharge. exhaust nozzle inlet, and exhaust nozzle
trailing edge. Referee instrumentation also included speed sensors, turbine type fuel flow ieters and
associated thermocouples, and vibration pickups.

Special attention was directed to the measurement of the total pressure and temperature at the
compressor inlet iStation 2) and the static pressure at the nozzle outlet (Station 0.5) as these parameters
have a critical influence on engine performance.

A special engine inlet bullet-nose was manufactured and used in conjunction with an instrumentation
spool piece which contained an array of tcotal pressure rakes, temperature rakes and boundary layer probes.
These provided 211 minstream total pressure measurements 10 mainstream total temperature measurements
with 16 and 10 probes measuring the total pressures in the boundary layers Adjacent to the outer and inner
walls respectively cf the inlet annulus. Details of the location of the rakes and probes are given in
Figure 4 on Page 92 of Reference 1.

PANIP was measured using probes attached to the outsidr of the nozle at Staticor 0.5. Details of the
probes ard their Location are given in Ref.i. instrumentation was proided at tic lagh pressure comprex cc
dsciharge. This instrurerxtation provided data for some of the component performance calculations.

The location, ,Ii the majority of the instruments are shown schematicalil, in Figure ?-I. The
nunberior system ijc.d to identifs internal engine stations is in general agreement with SAV AR 755A
recommendations and ie nst the one traditionally assigned to this engine.

ENGINE INSTRUMENTATION STATION LOCATIONS

NUMBER OF MEASUREMENTS

STATION DESCRIPTION PRESSURES TEMPERATURES
NUMBER

TOTAL STATIC DYNAMIC TOTAL SKIN

20 ENGINE OR I~L INLET 46 8 2 10 2

1 3 LPC BLEED ANNULUS 0 1 0 0 0

14 LPC BLEED PORT 2 0 0 4 0

30 COMBUSTOR INLET (HPC DISCHARGE) 6 0 0 6 0

31 COMBUSTOR DIFFUSER EXIT 0 2 0 0 0

SA 1P7 EXIT 1 0 0 5 0

7 0 EXHAUST NOZZLE INLET 36 4 0 36 4

B.0 EXHAUST NOZZLE EXIT (INTERNAL) 0 0 0 0 0

04 EXHAUST NOZZLE (EXTERNAL) 0 4 0 0 0

O EXHAUST NOZZLE EXIT (EXTERNAL) 0 4 0 0 2

Fig. 2.1 VEIP Engine Referee Instrumentation

__ _ _ _ _ -- - - - -.



2.3 Test Conditions

2.3.1 Altitude Testing

In an altitude facility it is possible to vary indeperdently the three maor parameters affecting
engine performance - inlet total pre,sure, inlet total temperature and ram ratio.

When choosing the matrix of test conditions for the UETP, it was decided to vary each of these nar
parameters in turn while keeping the other two constant. In this way the effects of each on the engine

performance could be examined.

The range of conditions selected was to a large extent determined b" the capabilities of the
participating facilities, but it was agreed that it was desirable to cover as wide a range as possible.
Accordingly the following conditions were chosen:

TABLE 2-2 - UETP TEST CONDITIONS
(Extract from Table III of Reference 1)

TFLET INLET
TOTAL TOTAL

TEST PRESSURE TEMPERATURE RA RATIO
CONDITION

KPa K

I 82.7 253 1.00

2 82.7 268 1.00
3 82.7 288 1.00

4 82.7 308 1.00
5 82.7 288 1.06
6 82.7 288 1.3C
7 51.7 288 1.30
8 34.5 288 1.30

9 20.7 288 1.30
10, 82.7 288 1.7C
i1 101.3 288 1.00

Optional sea level static test condition for altitude facilities

It will be seen that conditions 1, 2, 3 and 4 examine the effect of inlet temperature; conditions 6,
7, 8 and 9 the effect of Inlet pressure and conditions 3, 5, 6 and 10 the effect of ram ratio.

At each test condition data scans were taken at nine engine power settings approximately equally
spaced between the engine power settings for "bleeds just closed" to Military power. The speeds used are
given in Reference 1, they generally varied from 87 to 96% for NH and 85 to L007 for KL. The test sequence
for the nine power settings was chosen to reduce the effect of hysteresis and thermal equilibrium effects;
it is graphically represented in fig.2-2.

3I

Fig. 2.2 Power Setting -equence

When approaching each setting the .hrottle lever was moved slowly towards the throttle position where
the required speed was expected to be achieved and the engine allowed to stabilise. The set speed had to
be within ± 25 rpm of the desired. In going between two set speeds, the throttle direction was not allowed
to change. In the event of a speed overshoot outside the tolerance band, the throttle setting was backed
off approximately 100 rpm (appr one 2) and the speed reset.

At each power setting two data scans were obtained. The intent was to obtain stabilised engine
aerodynamic performance (ie. stabilised gas path). It was experimentally established that stabillsed
performance could be assessed after five minutes at set conditions for the initial data scan and after two
minutes for the repeat data scan. Tests to confirm these values are described in Ref.12).

2.3.2 Ground Level Testing

For ground level testing, two regions of engine operation were specified.

a. Engine power settings from the 'bleeds just closed' speed to mil power (ie. same as for the altitude
facilities).

b. Engine power settings from the 'bleeds just open' speed to idle power.

As ground level test beds do not have environmental control, the engine power settings had to be
established for the test temperature. For the high power region, values of HM were established for bleed

valve closed and ail power. By dividing up the test range into 8 equal increments, 9 values of NH Were

obtained.

- -- -------



The sequence of power settings was the same as detailed In fig 2.2. Two data scans after engine

stabilisation were taken at each test condition. For the low power region, the speed range between idle

and bleed valve closure was also divided up into 9 equally spaced values of NH and the power settings

sequenced in the same manner as for the high speed range.

2.4 Data Scan Changes During Testing

At each Test Condition it was planned that a total of I8 data points would be obtained (lie two data

scans at each of the nine power settings). The actual number of data points used at each test facility

when analysing the test results is presented in Table 2-3. Variations from the plan were the results of

differing facility practices, facility limitations or identified data faults.

TABLE 2-3 NUMBER OF DATA POINTS USED FOR ANALYSIS

a) Engine S/N 607594

Planned Actual Data Points

Test Condition Data Points NASA(FE) AEDC NRCC CEPr RAE(P) TUAF

1 18 18 17 18 9 -
S2 18 18 -18 9

3 - 16 - 16 8 -

4 18 16 -16 18

5 18 18 - 15 9

6 18 18 - 17 9 -

7 18 19 - 18 9 -

8 20 18 - 18 9 -

9 18 i8 - 18 17 -

10 19 16 - 18 9 -

11 - 18 18 IS - -

b) Engine S/N 615037

Planned Actual Data Points

Test Condition Data Points NASA(FE) AEDC NPCC CEPr RAE(p) TUAF

1 18 is 17
2 Is -s -

3 20 17 - - - -

4 17 17 - - -

5 17 18 - - - -

6 is 16 - - -

7 21 17 - - -

8 18 18 - - -

9 l8 18 - - - -

10 19 18 - - - -
11 - 18 16 16 - 16

2.5 Measurement Uncertainty

The GTP (Ref. 1) specified that each participant provide an estimate of steady-state measurenent

uncertainty for engine airflow, net thrust and specific fuel consumption at Test rondition 1I (Refer to

Table 2-2) for ground-level facilities, and Test Conditions 3 and 9 (Table2 -2) for altitude facilities.

It should he noted that all measurements considered in this report are steady-state. During the course of

the UETP, the Uncertainty Sub-Group expanded these requirements to include Test Condition 6 (Table 2-2)

for altitude facilities and uncertainty estimates for basic measurements (i.e., speeds, pressures, tempe-

ratures). Measurements uncertantles for each test condition were estimated at approximately the mid-thrust

point.

3 UNCERTAINTY METHODOLOGY

3.1 Introduction

The General Test Plan (ref.l) requires each participant to provide a pro-test estimate of measurement

uncertainty using the methodology developed by Dr. R.B. Abernethy and J.W. Thompson (ref.2). Is this

Section of this report an overview of the Abernethy methodology as applied to the VI'P is presented,

including material from ref.2) and some of his later work (ref.13). In addition the practices in use by

some of the participants are mentioned. Appendix III and IV list the nomenclature and terminology used in

uncertainty work.

Pre-test estimates of uncertainty are usually based on contributions to the overall errors determined

from previous test programs, which then are used in a combination which can be uniane for the test tinder

consideration. A part of the test data analysis, which can he done during or after the test, is to check

whether the errors conform to the pre-test estimate and to calculate the post-test estimates of uncertainty

at the target point values.
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3.2 Error Types

Definition of the measurement process is a prerequisite to determining measurement uncertainty
estimates. A Defined Measurement Process (DXP See Appendix IV, Glossary) consists of the procedure used to
arrive at a desired test result Identifying all measurements involved Including calibration of all
instrumentation and installed systems. In making the uncertainty analysis, all the elemental errors which
affect the DMP must be identified.

In ref 2, elemental error sources are classified as either precision (random) errors or bias (fixed)
errors. Using this criterion, any errors which vary in the DP are classed as precision, while fixed
errors are bias. This criterion then has the consequence, that errors may change class according to the
DXP used to define the uncertainty estimates.

For the UETP, different DP's were employed by each of the test facilities to make pre-test
predictions, test assessment and post-test analysis. For instance, the RAE(P) DVP covers the incertainty
predictions and assessment of a single engine performance curve fitted (by least squares) to the test
results for the rine engine power settings at a specified test condition. RAE(P)'s estimated Precision
Index is then based on the predicted data scatter that will occur about a curve fir through the nine power
settings. The predicted Precision Index is then verified by a post-test determination using a third order
curve fit through the trest data and observing the residual standard deviation about the curve fit. Using
the RAE(P) DMP, differences between a collection of curves, representing different test conditions and
day-to-day variations are classified as bias.

In contrast, the DMP used at AFDC for the UETP is based on the results of the overall measurement
program for a given installation. Therefore estimates of the Precision Index at AEDC reflect the variation
in the test results at the mid thrust point, at a specified test condition for a given measurement system
and test installation and also includes the variations that would result from day to day tests.

The above error types remain after the measuring process has been carried out as well as man can do
it; i.e. mistakes and malfunctions (like leakage) have been elinfnated. This elimination can be done by
careful control that the right calibrations have been used and comparing redundant instruments or
measurements, which in general requires a post-test analysis. In the following Sections definitions of
Precision Error, Bias Error and Uncertainty interval are adapted from Ref.? and 13.

3.2.1 Precision (or Random) Error

Precision Error is seen in repeated measurements of a single value. Measurenents do not and are not
expected to agrec exactly. There are always numerous small effects which cause disagreements. The
variations between repeated measurements within one DMP can be quantified by the Precision Index or Sample
Standard Deviation

S= /(Z(.i-;I21(N-I))

where x is the average value of N individual measurements xI in the sample. (See Appendix IV, Glossary).

3.2.2 Bias (or Fixed) Error

The second error component is the systematic error, which is constant for repeated measurements and
can only be determined by comparison with the true value of the quantity measured. This is normally
impossible within a single DMP, but the tests can be arranged - possibly in different DMP's - to provide
some bias information. Examples are:
a) Interlab and Interfacility tests on measurement devices, test rigs, and full scale engines.
b) Special comparisons of (lab) standards with the measuring instruments during the test, eg

incorporating a standard in the scanning cycle.
c) Employing redundant instruments or measuring techniques.
Large differences can usually be attributed to a mistake but this progressively gets more difficult as the
size of the difference reduces. Hence one tends to be left with small unexplained differences, which
constitute part of the bias limit. These can be comon bias elements in the DMP's compared at any one
facility, which may or may not be found by interfacility comparison.

3.2.3 Combined Error

For comparison of measurement results a single number is desirable to express a reasonable error
limit. This must be a relevant combinatioi of bias and precision. The latter value is a statistic, which
lends itself to the calculation of confidence limits, within which the actual value can he reasonably
expected to lie in the absence of bias error, it is however impossible to define a single rigorous
statistic for the total error, because bias is an upper Hemit, which has unknown characteristics, and is
to some extent dependent on engineering Judgment. A working solution is given in Section 3.5.

3.3 Error Evaluation

3.3.1 Data Sequence

Basically a single measuring chain stretches from flow field via probe and connecting line to the
transducer, and from there usually via an electric line - sometimes pre-anpllfied - to multiplexer,
amplifier and signal conditioner to be recorded. Afterwards the signal is played back, an instrumental
calibration applied, and a number of single measurements combined to determine a value representative for
the flow field, usually by averaging in space and/or time. These Basic Measurements are then used to
calculate the Engine Performance Parameters (EPP), which are in referred form and constitute the end
product of the measurement, e.g. WAIRD - WA/075.



Each dependent EPP can be given as a function of (i.e. correlated against) an Independent parameter
which can be chosen at will (usually RPM or EPR). For comparison either within or between facilities it is
necessary to determine each dependent parameter for one value of the independent parameter. This requires

an Interpolation procedure, as it is not possible to set the exact test condition and engine power.

3.3.2 Error Propagation

Each step in the above-mentioned data sequence contributes to the overall data error in Its own

specific way, which is treated below.
The first step is to assess the elemental errors, organized in four error categories (see 3.4.1) for both
bias and precision, in a separate table for a single measurement of each basic physical parameter FS, WF,

P2 etc.. keeping bias limits B and precision indices S strictly apart. These are combined by

Root-Sum-Square (RSS) addition to give the total B and A values for each single measurement. An important

condition required to justify RSS combination is that each item must be independent.
Once the elemental errors have been estimated for each single measurement they can then be combined

to obtain the B and S values of the average or the effective flow field value called a Basic Measurement.

The resulting error estimate is further discussed in 3.4.2.
The next step is to propagate B and S separately for each basic measurement to the final performance

parameter. This is done by multiplying the B and S values by the appropriate Influence Coefficient (IC).

The overall effect on the performance result is found by RSS addition. (See chapter 3.4.3.).

Thus B(perf. param) = V(E(IC * B )2)

and S( ". . ) '1-FC i  S. I M
Only after the last step can a coibined uncertainty be determined, as is indicated in Section 3.5.

Schematically the Error Propagation proceeds as follows; each step is detailed In the Sections 3.4.1 to .4
1) elemental errors in the determination of the basic physical parameters:

pressure, temperature, force, length and time

2) errors in the determination of the Basic Measurements which define the effective values in the engine

(sampling and averaging)
3) Influence Coefficients to determine the combined effect on the engine performance parameters
4) Curve Slope effect to determine the error in an engine performance parameter when read from a curve

at a chosen value of the independent variable, which itself Is not error-free. This has to be done

with care, as both parameters may contain common sources of error and the error items are not then

independent.

5) determination of the uncertainty by combining bias and precision values.

3.4 Error Sources

3.4.1 Elemental Error Sources

The Abernethy/Thompson method described in Ref.2 details the evaluation of the elemental errors.

Basically the elemental errors of a single measoring chain can be separated in four groups as follows:
a) Calibration Hierarchy

b) Data Acquisition

c) Data Reduction

d) Other Effects e.g. Non-Instrument Effects, Errors of Method, Sensor System Errors, Spatial Profile

Sampling etc.

In conducting the elemental error audit in- the UETP It was found that the error groups defined above

were too general in scope for the purpose of conducting a detailed assessment of the facility measurement

uncertainties. Instead it was necessary to define error subgroups for each of the test facility basic
measurement systems. For instance, in defining force measurement elemental errors, the error group
"Calibration Hierarchy" was subdivided into load cell laboratory calibration errors and test cell system

in-place calibration errors. The error group "Other Effects" was subdivided into installation errors.

environmental errors and probe errors. The UETP elemental error groups along with a definition of each

error source are presented in Tables 3-i through 3-6. The general definitions of the elemental error

sources are given below.

a) Calibration Hierarchy traces the possible instrumnent error back to the National Standard, usually in
steps via a Working Standard, a Laboratory Standard and a Transfer Standard. In each step the original

bias of the instrument is removed by the calibration and replaced by the (smaller) combination of

systematic error of the reference instrument and the random error of the comparison.

The random error of the calibration process gives an uncertainty in the average of t95*S/n, which is
fossilized into a systematic error. This approach permits determination of part of the bias error of

the calibration hierarchy in a statistical manner. eocept for effects like long-term stability of the

interim standards, which require a certain amount of engineering Judgement to translate into
measorement errors. When several calibrations are relevant the calibration process contributes both a

systematic and a random error to the final test result. With enough (i.e. more than 30) points in the
calibration the 95% confidence limit (t95) of the resulting error due to scatter assumes the
numerical value of twice the RIMS value; with fewer points the Welch-Satterthwaite formula (see Ref.2)

has to be used to calculate the combined t95 value.
When successive calibrations differ more than ± t95 * S/n it is wise to analyse the history of a

number of calibrations. If a systematic variation occurs with parameters like ambient temperature or
instrument age this could be taken into account in the calibration, but usually the effect is random

and therefore can only be assigned to precision error. One source of random error is caused by the
instrument manufacturer already having compensated for the average temperature sensitivity in the

design of the instrument. Variation of the outcome of this compensation network can introduce
day-to-day errors; this can often be reduced by keeping the instrumentation system switched on day

and night throughout the teat.



b) Data Acquisition errors can be caused by slight variations in exciter voltage, outside influences on
data transmission and on the transducer, signal conditioning and recording. The first three items
cause non-repeatability. Another factor is sensor hysteresis; this usually depends on the measuring
range and could be reduced if the sensor is only calibrated over the minimum range and if the
measuring history is known. It could then be classified as bias. Usually this is not a practical
proposition, anyway with modern instruments hysteresis is small.

The way the test is executed could introduce hysteresis or a bias through the engine, but that should
be apparent in a systematic variation of the measuring points at different power settings relative to
the curve fit. This effect will be discussed in Section 6.6.

Recording of the output of a single transducer is usually done in a matter of milliseconds or even
less. To prevent aliasing errors, high-frequency components of the signal have to be eliminated by a
low-pass filter. As this introduces some lag, a settling time has to be allowed in the case that a
number of pressure probes is multiplexed on to a single transducer. Usually the tube transient - in
the case of multiplexed pressure channels - can be made negligible by using a low-volume transducer
which is close-coupled to the scanning valve. Of course overall faster sampling is possible if each
channel is allocated to a separate transducer. If a low frequency variation is present, it is
desirable to record a number of scans and average the results.

c) Data Reduction errors consist of resolution error and calibration curve fit errors and can usually be
made negligible, compared with the other categories. An error of half the biggest error elsewhere
only contributes 10% to the overall error when added RSS; therefore it is not effective to use
extreme resolution in the computational hardware and software. Calibration curve fit errors can be
minimized by choosing the appropriate functional relationship, qualified by visual and numerical
inspection.
When a higher than second order curve fit is used it is important that the ca!ibration points are
spaced evenly, otherwise the densely populated part may introduce a calibration bias in the sparsely
populated part.

d) Other Effects, Non-Instrument effects or Sensor System errors (including Errors of Method, Ref.l1f)
are difficult to separate and as such are open to different interpretations. In general they are
concerned with the interaction between the medium and the measuring chain. This is the case for design
and fabrication of probes and hole patterns, which renders a measured pressure sensitive to flow
angle.

Internal flow Is nearly always non-uniform, both in space and in time, and not necessarily the same
in different installations. This car, give a bias error even when using the same referee
instrumentation, both for pressure and temperature. A possible Error of Method is constituted by the
assumption that static pressure is constant over the flow area of the parallel section of the inlet,
where total pressure is measured.
The mechanics of the thrust stand can introduce bias and/or precision errors - notably in the thrust
stand zero - which can not be determined exactly, not even is an end-to-end calibration as the
conditions with a running engine are different from the calibration. The transducer zero can be
checked mid-run by taking up the load separately, but the thrust stand zero can only be checked in
quiescent conditions. Pr-test and post-test zero are different, and it is usually assumed - but
without true Justification - that the test zero lies in between.

Length and time can generally be measured very accurately, but when determining flow area the metal
temperature must be known as well to compensate for growth. Engine speed and fuel flow deperd on time
measurement, but can be influenced by pulse shape and the fuel flow pulse rate by residual swirl in
the fuel pipev after turning a corner, if turbine type meters are used. Fluid flow codes recommerd
10-20 diameters of pipe straight section upstream and downstream of the flow meter, and preferably
calibration In-situ, but d1screpancies still exist. Determ!nation of fuel proporties (lower heating
value and specific gravity) can introduce errors of 0.3 to l7 because of reproduceability and
repeatability of evaluation methods (ref. 11 App VII).

3.4.2 Basic Measurement Frror

Basic Measurements consist of the effective values or pressures ad temperatures, rotor speeds, fuel
flow and scale force i.e. the input parameters required for the engine performance calculations. The
existence of time and spaially dependent pressure or temperature profiles across a duct makes it
impractical to measure the exact mean value that determines erglne performance, because that would require
too many probes which would block the flow. topefully, a compromise can be aclieved, that - while not
being exactly thermodynamically correct - is sufficiently reproduceable to allow engine performance to be
determined with minimum variation. The uncertainty of effective pressure or temperature values obviously
decreases with the number of probes. Although the precision component of the error decreases with I/vn,
this should not only be related to the - vore or less known - transducer error, also the unknown pattern
variation must be taken into account. More about these aspects is given in Section 4.1.

Failure of any probe in a multiple probe sensor system can alter the effective average value; this
may specifically be noticed in the jetpipe, where profiles are pronounced and the chance of failure high.
A four-rake system was used in the UETP, which was located behind the 8 rpokes that fix the turbine bullet
and rear bearing. Any failed probe value will be interpolated between the neighbouring probe values; extra
rake arms were manufactured to replace arms with too many failed probes. The interpolation procedure used
by each facility is documented in Ref 12 App. VI.
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3.4.3 Influence Coefficients

The General Test Plan (Pef.i) gives the standard equations used to calculate engine performarce

parameters from the basic measurements. The influence of an error in any basic measurement on the outcome
can be determined either by Taylcr series expansion or numerically by perturbating the equation for a
difference in that parameter, keeping all other parameters constant at their nominal value. The latter
method is preferred when used with data reduction software because it accounts for implicit as well as

explitct funtional relationships. The resulting influence coefficient is usually expressed as a percentage

variation of the calculated performance parameter (P) for a one percent deviation of a single input

parameter (I).

Influence Coefficient IC - (AP/P)1(&I)

If the perturbation is small, non-linearity effects will be insignificant - but of course the value of the
influence coefficient will vary over the operating range of the performance parameter and is therefore a
function of engine power and test condition.

The bias and precision variation of the performance parameter can be determined by adding the product
IC*AI/i Root-Sum-Square for all input parameters which appear in the equation; this must be done
separately for bias- and precision errors to determine those values for the performance parameters.
Examples for a typical test are given for the input parameters in Table 5-1. Since influence coe ficients
depend on several factors including the hardware installation and measurement configuration, direct

comparison between facilities is not possible.

3.4.4 Curve Shift Effect

When comparing the value oi an engine performance parameter (,), which is a dependent variable, -
either within the facility or between facilities - it is necessary to read it from curves at a chosen
value of an independent variable (z). The engine type has been selected to have orly one independent
variable at a fixed flight condition, but any variable in the engine can be chosen as this basis. Usually

either NL/v
2
; NH//

2 
or EPR are taken; different engine manufacturers have different preferences, also

the selection is dependent on the engine type. Any uncertainty in the chosen independent variable
translates into a discrepancy 6y in the performance curve (even though it has no effect on the indivisal
y-values). The mechanism is illustrated in Fig. 3.1, in terms of bias limits.

Biases propagated directly to the Y-axis, shown as route P , are calculated by standard Abernethy

methology:

y,direct si x i

where 3x are the Influence Coefficients. Similarly, biases propagated to the Z-axis, shown as route
I , are calculated as:

Ic
2

z 'Exi -x

The %VaNes do not affect the y-value of points on the graph, but they do affect te position of the
fitted curve by shifting the points horizontally. Thus the y-value of the curve is given an extra bias,
within the limits dependent on the slope (dy/dz):

B B dy
y,indirect " z "

_\//, [xIs d,

The total bias limits of the curve are therefore:

2 B2
total By y,direct y,indirect

Strictly, a more refinedtheory should be used for any Basic Measurement that affects v and z
simultaneously. In practice, hohaver, the above theory is sufficiently accurate for the UETP.

As in a twin-shaft engine the percentage variation of UL is considerably larger than that of NH, the

curve olo,)e is less for parameters based on NL, and with that the resulting curve shift error is less. A
drawback is that the relation between NL and engine performance parameters is only direct for Air Mass
Plow therefore NL is not such a good basis for net thrust or SFC, at least not on a turbojet engine.

EPR is a better correlating parameter for that case, but its measuring accuracy is not as good.

Because the RPM-based curve shift effect is large, the influence is often more than that of normal
scatter or bias. If different performance parameters deviate in a pattern that is related to the different
curve slopes, this points to a bias error in the basic parameter, that can be traced that way. This often
is the case for temperature errors. In principle it is possible to set up a matrix of influence
coefficients and solve it, using a Maximum Likelihood Solution approach. This method is extensively

documented (ref. 15), but it is too complicated to set up for a single case and therefore it was not used

in UETP.



3.5 Estimated Uncertainty.

It was mentioned before that a single rigorous statistic for the total error cannot be given, because
bias is an upper limit, often based on judgment, which has some unknown characteristics. Usually the more
or less arbitrary standard of bias plus a multiple of the precision index is used:

U - B + t95 *S
in which t95 is the 95th percentile point for the two-tailed Student's "t" distribution, defining the
limits within which 95% of the points are expected to lie in the absence of bias error. If the predicted S
is determined from a large number of points (n a 30) the value t95 - 2.0 can be taken; Monte Carlo
simulations have shown that the coverage of U is about 99 percent (ref.i6). This means that the comparable
engine performance parameter results from all test conditions must be within a band of t U. If this is not
the case either a data error exists or an important aspect of the uncertainty estimate has been
overlooked. For the UETP the comparison was made at the target point, which was the mid point of the power
range.

The target points for different test conditions cannot be measured at exactly the same value of the
independent variable (eg RPM) therefore they must first be corrected to the target value of that
independent parameter, using the linear slope determined from the results for the relevant test condition.
A more accurate procedure is to determine the target point from a curve fit of the measurement results for
that test condition.

3.6 Test Data Assessment

Where the pretest uncertainty analysis allows corrective action to be taken prior to the test to
reduce uncertainties when they appear too large, the posttest assessment, which is bated on the actual
test data, is required to refine the final uncertainty intervals. It is also used to confirm the pretest
estimates and/or to identify data validity problems. It can also be made to check for consistency if
redundant instrumentation or calculation methods have been used in the data collection system.

Using this approach on-line, outliers can be flagged and the condition repeated while facility,
engine and instrumentation are still running, thus saving time and resources. Comprehensive error anal, Fis
can of course not be performed on-line, but the test could be stopped if a drastic fault develops,
resulting in a minimum of wasted effort. It is important to delete an outlier only after analysis and for
good technical reasons; the analysis may show up otherwise hidden faults in the listrumentation or in the
set-up of the experiment, or anomalies in the te!;t article.

4 INSTRUMENTATION, DATA ACQUISITION AND CALIBRATION

4.1 Instrumentation

Reference instrumentation, consisting of inlet rakes and a modified tailpipe with rakes, developed h,
the first participant (NASA LeRt) is detailed in the GTP; the instrumentation system travelled with the
engines, but each participant used its own transducers (except for the engine fuel flow) and recording
system. Apart from the reference instrumentation each participant used its standard test cell
instrumentation to determine engine performance, including separate fuel flow meters.

The main difference between altitude facilities and ground testbeds - apart from the air conditioning
installation - is in the determination of net thrust. In the former case this includes a large inlet
momentum term, which requires knowledge of the air mass flow. Usonoily this is measured separately with the
facility instrumentation in a parallel section upstream of the engine. If a narrow cross-section is used
flow velocity is high, with resultant high static depres;ion and therefore good neasuring accuracy.
However, the possibility exists of degraded flow profiles In the diffuser leading to the compressor
intake, which can influence the result, as is indicated in Ref.12. In one case (ALDC air mass flow was
determined with choked venturis, which give improved accuracy.

Detailed description of the relevant installations of the participants is given in App. V.

Determination of basic measurements entails averaging a certain parimeter over the flow cros-section.
This can be done by sampling a number of probes, each connected separately to Its own transducer, by
mechanically scanning or by manifolding, as is illustrated in fig.4-1.
In most cases a combination of sequential scanning and multiplexing is used; the latter usually for the
individual probes in a rake. Most facilities use mechanical scanning for pressures, where a number of
pressure lines are connected in sequence to a single transducer. RAt(P) used electrical scannip at the
time of the UEIP resing, RAR(P) in one case used two transducers per tapping for the statIc pressure in
the air meter, to further improve accuracy and estimate of instrunent error. NASA's first entry used
mechanical pressure scanning; for the repeat test the facility instrumentation has been changed to
electrical scanning. All thermocoples are of course electrically scanned; all facilities use duplicated
instruments for determination of scale force and facility fuel flow. kefereoce fuel property tests were
done for all facilities at NRCC. (Ref. 12, App. VII).

tn some cases the pressure scanning included a number of calibration points, that were also measured
by a Working Standard. In this way an on-line calibration check can be affected. This is not possible
with purely electrical scanning, but the system can be calibrated between tests; at NASA, the pressure
systems are calibrated on command or automatically every 20 minutes, by switching all transducers over
to a calibration manifold.

Individual transducers allow rapid scanning, allowing a nuher of scans to be made luring one
recording, but obviously require a large number of transducrrs. With electro-mechtnical scanning
minimum cycle time can be of the order of a few seconds for a short coupled, small transducer. In the
order of one minute is required if line pressure Stabilisation has to be allowed for, as is the cre with
large, high accuracy transducers which have a large internal volume. In this case it is more difficult to
ascertain that engine and facility are stabilized. Manifolding to determine an average pressure with a
single transducer must be done with restrictors between the different litue and the manifold; the probe
heads sample pressures with flow through the holes. Both effects can result In bias errors relative to the
case of ncntnp and mathematical averaging.
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4.2 Data Acquisition and Calibration

Differences in facility data acquisition and calibration methods can have a significant effect on
measurement error; this is particularly true for pressure measurements. This Section presents the steady-
state pressure measurement data acquisition and on-line calibration procedures used at each of the test
facilities.
NASA used (in PSL-3) a multiple 24-port scanner valve system which included two separately measured

calibration ports giving an on-line linear calibration. The scanner valve time was 4 secs; for the
24-ports one data point was obtained by averaging 5 cycles in a 20 sec period. Unsteadiness of engine
and/or facility were signalled if the standard deviation of the cycle results exceeded a set
tolerance.

AEDC used 12-pert scanner valves with 2 check pressures and large volume high accuracy transducers.
Settling time was 4 sees per port and data acquisition time of one second. During the data
acquisition time a total of 50 samples was taken. Total cycle time for a data point was therefore one

b minute. The results were analyzed for outliers and engine/facility unsteadiness. The system is

calibrated pre-test over the specified menuring range using eight pressure levels.

NRCC used 4 ranges of remotely installed capacitance type pressure transducers in a scanner valve
arrangement. A scanning time of 5-10 sees per dwell with a sampling rate of 100 samples per second
was used which resulted in a cycle time of about 6 mins. The pressure system was calibrated at the
beginning and end of the test period.

CEPr used 24-port scanner valves with A cycle time of 6 secs, coupled to a 256 channel multiplexer. In
each valve position 4 samples were taken. Pressure transducers were calibrated at II pressure levels
and a second degree polynomial used to fit the data.

PAE(P) used individual transducers and in some cases 2 transducers per tap. The cycle was 5 sees, one
data point consisted of 5 cycles. The results were analysed for outliers or excess scatter.
Calibration was done the day prior to the test.

TUAF used manual registration, in many cases with taps manifolded to a single liquid-level manometer, or
digital voltmeter in the case of thermocouples. The time required to record a data point was of the
order of 5 mins.

5 UNCERTAINTY ESTIMATES

5.1 Introduction

At the start of the UTP bias and precision error estimates in airflow, net thrust and SFC were
calculated and have been reported in the Facility Test Reports, (Ref. 5-11). An interim review showed
large variations between facilities. To try and solve these an Error Audit form was put together by the
North American facilities (Ref.3) which detailed the elemental errors In the measuring system for stand
force, fuel flow, pressure, temperature, speed and area. The relevant esror source diagrams are given as
Table 3-IA/6A; with the error source description listd under U . All facilities have used this detailed
Error Audit in their final Uncertainty Assessment (Ref. 5-I), except TUAF (Ref.10) which used simpler
instrumentation and manual recording which is not amenable to assessment In such detail. Implpmentation at
each facility followed local practice.

In most cases the range of rest conditions was such that the variation of resulting basic measurement
values and engine performance parameters was limited and not much difference was expected in the
uncertainty level of each parameter over that range. The one exception Is the intake pressure range in the
altitude facilities, which varied by a factor of four, with attendant variation in fuel flow and scale
force. Possible consequences are shown by reporting Uncertainty Estimates for both the high and the low
altitude case.

Parameter values do not differ much between an altitude facility at low altitude and a ground test
bed, but in this case instrumentation differences may play a role. The following secion 5.2 compares the
error estimates wade by each facility for the basic measurements and section 5.3 the error estimates for
the calculated performance parameters.
The Assessment Reports of the individual facilities (Ref. 5-il) often contain a great deal more data and
can be referred to if more explanation Is needed than can he given within the scope of the present report.

5.2 Errors in Basic Measurements

Review of the elemental error audits from each test facility revealed c wide variation in the
allocation of the bias and precision errors for each of the basic measurement systems. Figures 5-i throuph
5-3 give the focIlity error audit reslts for scale force, fuel flow and pressure at Test Conditions 6 and
0. The results for Test Condition 3 ate essentially a repeat of Teat Condition 6 and therefore for the
sake of clarity were not added to the figures. Also, included on the figures are the results for tBCC
corrected to standard sea level Conditions (Test Condition I). There is felt to be sufficient similarity
between Test Conditions 3 and II for a direct comparison to be meaningful. The error audit results for
CEPr's and IAF's ground-level stand were not available for inclusion.

The variation in the elemental errors among the test facilities was attributed to the differences in
the facility measurement systems and practices (App.V) ctl to the differences ir definition o the
elements of the measurement process. This fle::ibility in the definition of the elements, resulted in
differences for the allocation of the blas and prectoion errors t the various facilities. For example,
hysteresis errors were typically assesoed by NRCC and RAf(P) to be bias and by AEDC and NASA to be
precision. Another example is the classification of the error from repeated application of the calibration

pressore standard to the pressure measurement system. RAE(P) classified this type of error as a bias, NASA
as a precision and AEDC an part bias end part precision. This reflects tihe differences in calibration
procedure and error assessment, which are indicated in Section 3 and 4.
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Figure 5-4 sumnarizes the Root-Sum-Square of the elemental bias errors, 8, and estimated uncertainty
B+25 , for each of the basic measurements. Mainly as a result of the difference in Defined Measurcment
Process mentioned in 3.2 NASA and AEDC attributed a larger portion to precision error than did CEPr and
RAE(P). Even with these differences however, there is an overall agreement among the facilities of
better than one percent when combined errors (ie 8+t95S) are considered.

The following overview is given of the error estimates that the different facilities have given for
the basic measurements scale force, fuel flow, compressor Inlet pressure and temperature, rotor speed, and
area taeasurement.

5.2.1 Scale Force

The estimated biss and precision of scale force at Test Conditions 6 agree within 0.5% between
the different facilities; AEDC reports lower estimates at Test Condition 9 than the other facilities
(Fig.5-l). NASA's largest bias limit in scale force is attributed to data reduction, followed by data
acquisition and calibration. The largest bias at NRCC is environmental effects; for RAE(p) it is test cell
system calibration, followed by instrument calibration and data reduction. At RAE(P) the difference
between pre- and post test zero is the largest contribution to thrust cell bias, even after updating the
reading for the average difference per test.

5.2.2 Fuel Flow

NASA has the highest bias and precision estimate for fuel flow (Fig.5-2) mostly caused by data
acquisition (precision) and data reduction (bias). The AEDC values are evenly spread over the contributory
categories. AEDC and NRCC include an effect for the determination of calibration fluid properties, which
the other facilities do not explicitly include, while RAE(P) accounts for it separately. RAE(P) uses
displacement fuel flow meters and reports the lowest errors. However, an influence of reduced flow rate
causes the bias to increase at Test Condition 9. All facilities agree in having little or no percentage
Increase in error at altitude due to use of multiple range flow meters whereas RAE(P) used a single range
meter for both low and high altitude.

5.2.3 Compressor inlet Pressure

Pressure error is evaluated for the total value at the compressor inlet (Fig.5-3). The absolute
pressure varies more than a factor of four over the simulated altitude range. From calibration hierarchy,
NASA clains only a precision error, AEDC and RAt(P) only a bias error. Furthermore NASA and NRCC
include a small probe effect, while AEDC, RAE(P) and CEPr have none. The largest NASA effect is hysteresis
error in the transducers; the largest AEDC cortribution is data acquisition. All of the participants have
taken their number of transducers in account in determining the precision error. RAE(P) included a
separate effect to account for bias error resulting from pattern variations.

5.2.4 Compressor Inlet Temperature

The individual error sources of T2 are not presented, but Pig.5-4 shows the RSS totals as
percentages.
Most facilities agree in having a temperature bias limit at the compressor inlet with the absolute value
in the order of I C (.35Z), the lowest estimate being 0,5 C (AEDC), the highest 1.2 C (NASA). CEPr claims
a bias limit for the facility of 0,6 C, using resistance probes. Precision errors are 0,3-0,5 C,
except for zero to 0,25 C at CEPr, RAE(P) claims no difference in measurement error between platinum
resistance probes and thermocouples.

5.2.5 Rotor Speed

AEDC (Ref.6) has a rather high bias error of 0.2% or 11 LPRPM, resulting from signal conditioning and
frequency calibration, while NASA (Ref.5) claims 0.02% (0.8 RPM) from the same source. AEDC converts from
frequency to analog and then to digital, while NASA counts time interval between pulses to give a direct
digital output. Possibly the averaging system also has an influence, especially as RPM is the parameter
that is apt to vary slightly in a periodical manner.

5.2.6 Area Measurement

The measurements of nozzle area by four facilities (Ref.12) section 6.1.3 showed a maximum variation
of ! 0.13% from the average, which is insignificant. Metal expansion makes a difference of 0.2%/l00" C,
but this has been take- into account.

msumary of 5.2.
In summary, the percentage range of the facilities estimated uncertainties for the UETP basic measurements
are shown below for test condition 3,9 and 11

Altitude Facilities NL;NH P2 T2 VF FS

(TC3) P2 - 82.7 kPa +0.02 to 0.5% +0.1 to 0.5% +0.3 to 0.6% +0.2 to 1.1% +0.3 to 0.7%
(TC9) P2 - 20.7 kPa T0.02 to 0.5% +0.3 to 1.2% +0.3 to 0.4% +0.5 to 1.6% T0.6 to 3.0%

Ground Level Test Stands +0.02 to 0.5Z +0.2 to 0.3% +0.3 to 0.8% +0.4 to 0.6% +0.4 to 0.5%
(TCII) P2 -101.3 kPa.
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5.3 Errors in Calculated Engine Performance Parameters

The results of the error propagation from the basic measurements to bias and precision estimates for
engine performance parameters are presented in Tables 5-2 to 5-7 . For comparison purposes in the present
report and for inter-facility data review in ref 12. the details of the bias and precision estimates are
shown in Figure 5-5 for referred airflow, thrust and SFC. Although the influence of the
individual facility's DP, error accounting and test equipment is visible, bias limits are within 0.5Z at
TC6, and 0.7% at TC9; the values at TC9 are significantly greater. At TC9, NASA quoted the highest value
for net thrust. For Test ConditionICEPr had to use back-up instumentation so their results for this case
are based on the values for Condition 8.
The precision index values (FigS-5) for NASA and AEDC are about twice those of the other facilities for
specific fuel consumption at Test Conditions 6 and 9. All facilities except AEDC show significant increase
with altitude.2ofheestimated precision index of the AEDC result is slightly more than the bias limit where-
asetheestfmated precision for CEPr, and RAE(P) 1S less than the bias limit estimates.

The hiss and precision limits for the ground-level test bed at NRCC are comparable to those at altitude
facilities for Test Condition 6 (Figure 5-5).

In addition to airflow, thrust and SFC, other engine performance parameters were used in the UETP.
The percentage range of the facilities estimated uncertainties for the UETP calculated engine performance
parameters, are shown below from Tables 5-2 through 5-7:

Altitude Facilities NHRD NLQNH P702 T7Q2 WAIRD WFRD FNRD SFCRD
NLRD

TC6 P2 - 82.7 kPa 0.2-0.5 0.02-0.7 0.1-0.7 0.3-0.6 0.6-0.8 0.4-1.3 0.5-1.2 0.6-1.7
TC9 P2 - 20.7 kPa 0.2-0.5 0.02-0.7 0.5-1.1 0.3-0.6 0.8-2.6 0.4-1.7 1.6-3.2 2.1-3.5

Ground Level Test Stands
TCII Pa - 101.3 kPa 0.4-0.7 0.1-0.8 0.2-0.3 0.5-0.9 0.3-0.7 0.4-1.1 0.5-0.6 0.9-i.2

6 DISCUSSION

Discussion of the different practices in instrumentation and error evaluation within the facilities
will of necessity be limited to primary factors which affect the uncertainties. Further details con be
gathered from the facility Uncertainty Assessment reports (Ref.5-11). The comparison between facilities is
contained in Ref.12.

6.1 Validation within the Facility

A schematic of the data flow up to determination of the desired engine performance parameter is given
in fig.6-l. The first column lists the four elemental error sources which influence the uncertainty in the
basic physical parameters given in the second column.

The third column gives the basic measurements obtained by averaging over the flow area and/or over
the data collection period. If more than one scan is used, deviations from known patterns can be checked
for broken or leaking probes. Variation between scans is often monitored; it can indicate insufficient
stabilisation of engine or facility, or other trouble.

From the basic measurements the engine performance parameters are calculated; the data flow is
indicated in fig.6-1. As the number of power settings within one test ccndition accumulates some of these
performance parameters (y) can ie curve fitted on-line against an independent variable(z), such as RPM/VP
or EPR. If outliers are detected, power settings can be repeated while engine, facillty and instrumenta-
tion are still running, which reduces measurement errors. To prevent smell differences in setting up of
the test condition playing a role in this scatter, the performance parameters first have to be reduced to
referred conditions as indicated.

In first instance, checks consist of making sure the proper data is used. If calibration points are
included in the scan these can be used to check the transducer and data reduction during data acquisitioi,
otherwise the quiescent conditions pre- and post test are used as a check, mainly for bias errors.ln the
last column of fig. 6-1 further checks are indicated making use of thermodynamic relations, noonle
coefficients and duplicated instrument systems. Some of these checks have been performed inter-DMP and
inter facility, and are reported in Ref.12. The estimated uncertainties give a yardstick for judging
whether an observed difference is scatter. bias or mistake.

6.2 Error Variation over Transducer Range

In reporting the pressure unccrtalnties, three types of error models were used; (I) constant absolute
error model, (2) constant percent error rodel, and (3) linear error model.

NASA uncertainties were reported using the constant absolute error model. This is typically presented
in instrument manufacturers' brochures where the instrument error is usually given at Full Scale Output
(FSO) and assumed constant in absolute value over the whole range (see Fig.6-2). This approach results in
a pessimistic estimate of uncertainty at the low end of the measurement range.
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AEDC used the constant percent error model with the error specified at the IU percent FSO. It was
assumed that the percent error over the interval from 10 percent FSO to FSO was constant. From zero to i0
percent FSO a constant absolute value of error was assumed (see Fig.6-

2
). The use of the constant percent

error model evaluated at IC percent FSO results in a pessimistic estimate of uncertainty at the high end
of the measurement range.

RAE(l) used the linear error model. This consisted of determining the error at both zero input and
FSO and then assuming that the error values varied linearly between the zero input and fS error values.
In conjunction with a gauge pressure system, in which pressures are measured relative to barometic, this
results in smaller errors at near atmospheric pressures.

Of the three models considered the linear error model gives the closest representation of the measurement
error over the total measurement range. However, the linear error model somewhat overestimates the error
at the low end of the measurement range.

6.3 Use of Multiple Measurements

Important parameters like scale force, fuel flow and some pressures are usually measured with
multiple measurement systems which are as independent as possible. If the meters are of the same type, the
standard deviation of the differerce of the two meters will be V2 times that of a single meter, which
allows determination of the precision error of the average from the differences of two meters. Ref.2
Appendix C gives the theory, which is summarized in the following equations:

S(A) - S (difference of 2 meters)

but s(A) = S (1 meter) (A)
S (average of 2 meters) - 11v's (I meter) =

In this equation Z is the average difference of the measuring results of the two meters, after they have
been calibrated, in the calibrating process this average is reduced to zero, but in practice often a finite
value is found again, which is then a measure for part of the bias introduced through the testing
environment.

6.4 Test Data Analysis

Local practices were used at each facility to analyse and verify the test data during acquisition and
processing. The practices in use at RAE(P) are detailed in this section to show an example which is
typical of that used by all facilities.

Test Data Analysis may be directed to a detail, like an instrument calibration check, or to
calculation of the target point values of different parameters for one test condition from the curve fit
through the nine measured points. At the same time the Random Error Limit of Curve Fit (RELCF) can be
evaluated from the Residual Standard Deviation (RSD) of the points relative to the curve, taking into
account the number of degrees of freedom, determined by the number of points and the degree of the curve
fit. The model used by RAE(P) is described in Ref.17, it shows that the RELCF reduces in first
approximation with the square root of the number of points, but modified by the uncertainty in the curve
coefficients and the distance from the centroid of the data.

For a data spread of appr. 20% a parabolic fit usually gives good results, but in the case of the
iETP the spread of appr. 40% necessitates a cubic fit in some cases. In the latter cases a parabolic fit
may introduce a bias error, when the curve is read off-centre. This is not relevant for UETP as Target
Points were practically in the centre of the data. A cubic fit always gives a better approximation for
interpolation, but the calculating time in longer and the RELCF may come out slightly higher, because cI
Student's "t" factor, which depends on the degrees of freedom, which number one less in the cubic case.
Extrapolation is dangerous with a cubic curve, but that has not been used in the UETP. In general the
lowest order curve fit should be used that reasonably fits the data. If visual inspection shows the
remnant not to be random, a higher order curve fit is warranted.

It has been mentioned before that test data analysis by curve fit can only directly evaluate one
aspect of data precision; no bias information can be obtained this way. Often the results for different
test conditions differ more than ± RELCF. This difference is a further aspect of data precision as defined
bij AEDC; according to the RAE(P) definition of the measurement process it is called bias. In section 6.6
and 6.7 some examples are given of reasons for data scatter about the curve fit for different test
conditions. Comparison with other DMP's may still yield more bias errors, though.

RELCF values for RAE(P) data for Test Conditions I through 10 are shown in Fig.6-3. The average RELCF
values are 0.13 percent for WAIRD, 0.25 percent for FNRD, and 0.15 percent for SFCRD. These values are
consistent with the RAE(P) pretest predictions for precision error which are indicated in the figure and
show an increase with altitude (test conditions 6 to 9) while the scatter for the other test conditions
should be of the same magnitude. The high altitude case (TC9) shows a relatively low RELCF, but this was
based on all 18 points (first and second scan together) while the other values at RAE(P) are based on the
second scan only.

It is shown that the FPRD values are consistent with RAE(P) prediction for the altitude cases, if
RELCF is based on 9 points.

Test Condition 5 shows a larger-than-expected RELCF; in this case the nine power settings were
separated over two days, which introduced more differences. A useful tool for analysing such a discrepancy
is to plot the results for the nine power settings on an enhanced scale, which was done in this case by
plotting the difference relative to the straight line connecting the end points (fig.6-1). In this case
the increased RELCP results from some difference between the day-to-day results at the lower power
qettings.
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For the case of Test Condition I the large RELCF in net thrust FNRD vs NHRP is probably caused by
some difficulty in T2 measurement at 258 K, which affects the value of NHRD. The RSD for this case Is
twice that for TC 2), while for FHRO ve PSQ2 the RSD is of the same order for the two test conditions,
indicating that the scatter is not in FNRD. This illustrates the importance of choosing the comparison
parameter; the effect of a slight error in NHRD is enhanced by the curve shift effect, which is if the
order of 7 for this case (i.e. 7% change in FNRD for one % change in NHRD).

6.5 The Relationship between Standard Error of Estimate (SEE) and Estimated Precision Index(s)

Precision Indlces(S) for all of the engine performance paraneters were estimated by each facility for
test conditions 3,6 and 9 (Table 5-2 through 5-7). In the course of fitting the test data with curves of
degree 2 by least squares as shown in Fig 9 of Ref 12, the residual standard deviations (RSD) were
calculated. RSD is identical to the Standard Error of Estimate (SEE).
The relationship between RSD and S at each facility depends on the particular version of the defined
measurement process (DMP) adopted by the facility. This dependency exists because certain of the elemental
errors will appear as either a bias error or a precision error depending on the specific tfeP (Section
3.2). In the case of RAE(P), the DMP was taken to be a single engine performance curve, for example SFCRD
versus FNRD, obtained during one test run. On this basis, the values of RSD are expected to agree with the
values of S because the distribution of data points about one curve Is assumed to be a complete
manifestation of precision errors. For the RAE(P) DMP certain errors in data obtained during multiple test
runs are included as bias errors. Other facilities adopted a different DSP In which certain errors which
appear in data obtained during multiple test runs are included as precision errors. For the latter
definitions, the values of S are expected to be larger than the RSD values from the single curve obtained
during a single test run. The vast majority of the data presented in Fig. 9 of Ref 12 was obtained during
a single test run at each facility.

Predicted values of S are compared in Pig. 6-5'with observed values of Ri trom the curve fit of:
SPERD v FNRD, FNRD v P7Q2. WFD v NHRD, WAIRD v NLRD for test conditions 3(82.71I.01288), 6(82.7/1.3/288)
and 9(20.7/1.3/288) at NASA. AEDC. CEPr and RAE(P).

In the case of RAE(P), the values of S and RSD are In approximate agreement as expected from the PMP
for SFCRD and FNRD, but for WFRD and WAIRD the values of 5 are consistentlv much lower than the RID's
Hence, the S predictions were probably under-estimated for the latter two performance parameters.

In the case of AEDC the values of q are higher than ISD for SFCP, FNRD, WEEPD, and WAlED as expected
from the DMP, However, the S values and RSD values for WAIRD are closer together than for the othet 3
parameters indicating that the precision error contribution estimate for WAIRD for multiple test runs is
smaller than for the other 3 parameters.

In the case of CEPr there is general agreement between S and RSD for 5 of the 6 values of SFCD and FNR.
(SFCRD at Test Condition 9 is the exception). This relationship between S and PSD is essential l the sacv
as for RAE(P). For SPRD, the ESD values are very high, which suggests unexpected measurement scatter. For
WAIRD, the values of S are much lower than RSD's which suggest ther these S vaises were under-estimated.

6.6 Engine Power Handling

As described in section 2.3, the UETP General Test Plan was designed to minimize the effects of non-steady
state engine behaviour eg thermal equilibrium and hysteresis. Most facilities took their first data scan
five minutes after reaching a power setting; then the second scan was taken within two minutes. Deviations
from this procedure could introduce errors unaccounted for In the estimates of Sectln 5.3.

The data from several test facilities were examined to determine if there was a difference resulting
from hysteresis in the data taken with increasing throttle angle and decreasing throttle angle (see
Pig. 2.2.). Although the data are not included in this report, it was concluded that tle effects of
throttle hysteresis, if any, were negligible.

Special tests were performed at NASA and at RAE(P) to establish and verify the 5 minute and 2
minute stabilization intervals specified in the General Test Plan. The adequacy of these intervals was

confirmed (see Section 12.4, Ref. 12). Additional analysis of the thermal equilibrium effects was
performed as a part of this measurement uncertainty evaluation by examination of the differences between
the first and second data scan (Fig. 6-6). Figure 6-6 A shows negligible difference between the first

and second data points at AEDC.

SEPr used a 2-3 minute stabilization tme before taking two back to back data points.
Scatter between the first and second points is significantly increased (Fig 6-61) relative to, for
instance, AEDC (Fig 6-6A). Thus, the curve fit of the complete set of CEPr data could he expected to
introduce both precision errors (due to random scatter) and bias errors (due to systematic thermal
effects). These errors amount to 0.5 percent in the comparison of FNlD versus P5Q2, in addition to that
shown in Table 5- 4 and section 5.3. Other biases, particularly in engine speed, are enpected to be
present but have not been calculated.

6.7 The Relationship between Measured Inter-facility Spreads and Estimated fmcertainties.

A display of the data spreads for the Individual test conditions for FNRD, WAIRD and SFCRD is shown
in Figure 18-I of Reference 12. The results have been re-arranged in Figure F.7 to show the effects of
increasing Inlet temperature, decreasing inlet pressure ord ncreasing ram ratio. In additi to the data
spreads an estimate of the total uncertainty interval, based on median uncertainty values from Table 5-?
to 5-5, is shown, including the relevant curve shift effects, as discussed In Section 3.4.4. This is
calculated as follows, taking the graph of FNRD vs P7Q2 at Test Condition I as an example:

Median UFNRD - 0.65%
Median UP7Q2 - 0.511

dFNRD
Slope d'7Q2 - 1.9
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Estimatred total uncertainty - 0.652 + (1.Q x 0.51)0 - 1.- 7

NOTE : This Information assumes that the error sources in FNRD and P7Q2 are independent, TLre is a small
effect of the error in P2 which is common to both FNRD and P7Q2 and which would reduce the value of
1.17 % by (0.1-0.2%).

This effect of common error has been neglected in this example. Similarly, there is a small effect (less
than 0.1 percent) due to error in T2 which Is common to both WAIRD and NLRD and a small effect of the
error in FNRD which is common to both SFCRD and FNRD which also would reduce th.oe uncertainty intervals
by (0.1-0.5%). All errors have been treated as independent and the small effects of ommon errors in
both the dependent and independent variables have been neglected in these examples.

Total uncertainty interval - 2 x 1.17 - 2.3% (based on median values)

A somewhat more pessimistic estimate of the uncertainty interval can be obtained making use of the
larger error estimates of some fecilities. It can be argued that one facility's results may he as much as
the maximum estimated error displaced from the (usknown) true value. (This is not necessarily the facility
that made the high error estimate). However it should not Ie possible that another facility's result are
an equaL amount in error in the opposite direction; the maximum rror in that direction can be assumed to
be the next highest estimte. Therefore the logical maximum spread (uncertainty interval) is the sum of
the highest two estimates, with each contribution calculated in a was similar to that shown ,hove.

The complete results are preserited in Table 6-1.

The magnitudes rf these estimated total uncertainty interval. ere plotted in Figure 6.7 for Test
Conditions 3, 6 and 9 ith dasted lines Indicating the expected variation over the other Test Conditions.
There lines are fairly constant over most lest Conditions - the exception being Test Conditions 6, 7, 8
and 9 where all the lines Increase as engine Inlet pressure decre,ises. The measured spreads remain fairly
constant !n nearly every case - the exception being Flgi with CEPr omitted where the spreads increase as
pressure falls. It was noted In Reference 12 that the large differences between the spreads in FNRD with
and without CfPr tt'ta were attributed to problems with the measrement of P7. It can als. be noted that
the spreads in this core with the CiPr data omitted are considerably le;s than the estimated uncertainty
interval, which indicates that given good P7 eeasttrement - the estimated errors say be excessive. Also
it should be noted that the interfacility spreads of SFCRD vs FNRD do not Increase as inlet pressure
decreases from test condition 6 to 9 as was estimated. The reasons why the otrerfacility spreads are
sopislnglV small at the difficult test conditions 8 and 9 sould be due to self-cancelling effects of
common errors, but this was not established during the analysis of the UETP results.

Icr jtdging the compatibility of the measured spreeds with the estimated uncertaint" intervals, it should
be remieered that rhe latter ceye ent I.iMITS within which the ehausrved data spreads should lie with 97
confidence. It Is reassuring to find that tese estimated uncertainty intervals are resocnablv corpatible
with the observed sprds. This inspires col idence for future applicattion of the uncertaltty methodelog.



7 CiN(LUSIONs

In the AGCARD-UErp, a single methodology for determining the bias limits, precision indices, and overall
uncertainties of the basic measurements and calculated engine performancL parameters was adopted and

implemented at each facility. This approach provided a common basis for comparison of the quality of

measurements made at the participating test facilities. As a result of this work major advances in the

assessment and understanding of data quality were made by the AGARD turbine engine test cormmunity.

The key conclusions from the UETP measurement uncertainty assessment are:

1) :rror analysis for propulsion test iacilities proved to ie a highly specialised subject and required

rbot each facility complete a rigorous elemental error audit for each of the facility basic

measu eeceut systems.

2) Postlooted errors must be assigned as precision or bias according to criteria which make up the

Defined Measuret.ent Process. Different Defined Measurement Processes were used by each facility; as a

result, elemental errors were classed as bias in one facility and as precision in another.

3) Although a common uncertainty methodology was used to make the measurement uncertainty estimates,

flexibility in the definition of the Defined Measurement Process and allocation of the bias and
precision eters dependent on the daca acquisition and calibration system of each facility resulted

in considerable var'ation in these error components. How-ver, there is overall agreement among the

facilities when combined errors (i.e. measurement uncertainty) are considered.

4) The ucertainty estimates for the basic measurements - scale force, fuel flow, inlet pressure, inlet

temperatare and rotor speed - varied from 0.3 to 0.7 percent, 0.2 to 1.1 percent, 0.1 to 0.5 percent,

0.3 to 0.6 percent and 0.02 to 0.5 percent respectively, with little difference between the ground-

level test beds and the altitude cells at near sea level inlet pressure. Some facilities assumed

that the percentage uncertainty remained constant as the engine inlet pressure was reduced, whereas

others assumed the absolute value of the uncertainty to remain constant. The latter assumption

resulted in uncertainty valuesfor scale force of 0.3 to 3.0 %.

5) For the altitude facilities the ranges of uncertainty estimates for the major enginge performance

pcrameters, net thrust, specific fuel consumption and airflow were : 0.4 to 1.2, t 0.6 to 1.7 and t

0.4 to 0.8 percent respectively at high inlet pressure (82.7 kPa). At low inlet pressure 20.7 kPa)

both the values and spreads were considerably higher, ranging to just cver t 3.0 percent for net

thrust and specitic fuel conseoptlon. For the groud-level test beds both the values and the spreads

were generally traller then those for the altit ide facilities.

h) The overall uncertainty of a parameter obtained from an engine performance curve is made tip of the

uncertainty in both the dependent and ildependent parameters. The effects of both contributions were

of similar ragritude.

Two meosrement systen,s were especially potable for demonstrated low ieasureent uncertainty within
their category; the positive dispacerent fuel flow rieters at RAf(P) and the sonic air ilaw meter at
AEDC.

8) A comprehenrive post-test analysi, is required to confirm predictions and detect mistakes. In

particular, evaloiation of the residual sroudard deviations (Will from the cuives fitted to the data
i,; eormended. Dependiug on the Defined Measurement Process, all or part of the observed RSD would

he directly comparable to the est'rated precision indices. Significant deviations would indicate that

'u, improper .rtimate had been made in the prediction.

9) Thr-e error models were ced in estimating uncertarinty of pressure transducers:

a. fCrstant absIte error

b. t.stant percentage error
L i. L ri-,r absolute error
rye (;iI rooted at full Pcale Output (PRO) is that favcored bv instrument manufacturers and this was

,pplied b three facilities. It gives large percentage estimates at low pressure. One facility
-peelfied Ispe (B) with the constant percentage uncertaint declared at 0.1 FSO. One facility, which

$-l a eup s--c.sure system, used a linear model (Type (c). This gave a large percentage uncertaiuty

f Is - alste pressure, but neg.Iifble percentage uncs rtainty at high absolute pressure.

,i ILe residual tandard deviations calculated frol the observr d scatter about the cur- fits to the
* en)ige performance parameters were in reasonable agreement with the predicted precision indices for

i est ond.tiels.
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Table 3-1A Force Measurement Error Source Diagrami

STANDARDS NOTE. b = BIAS ERROR VALUE
CALIBRATION 5= PRECISION ERROR VALUE TP ROHIERARCHY TP RO

F H U T ~ ALI~ENII1b 2  S2
- SYSTEM -LOAD CELL b3  S3

INSTALLATION 
---------- --TEST FLABYINH SEACjII s $

CELL. OFF-AXIS EFFECTS bs SS
TEST CE- - --LL- - - I- - -

THRUST - SYSTEM -TARE CORRECTION
CALIBRATION HYSTERESIS b6 S6

SYSTEM NON-REPEATABILITY b7  S7

NON-LINEARITY bs Sig

PRESSURE EFFECTS
-ENVIRONMENTAL LOAD CELL b9  $9

EFECSTEST CELL blo SID
SERVICE LINES 1 i si

TEMPERATURiiE EFFC TS

LOAD CELL b12 512

SERVICE LINES b1 S3

THRUST STAND b14  S14

1rAPPROACH VELOCITY b15 $43

SCR1UB DR AG q bi -6  Sl-6

[VIBRATION

THRUST STAND b18  S19

SYSTEM ME ASURIEMENT CHANNEL ERROR b__ -q Sig

AND -- DATA PROCESSING ERROR b2o 2

SAMPLING ERROR bi S21
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Table 3-lB Force Measurement System

b a DESCRIPTION OF ERROR SOURCE

bj sI  Error from standard lab calibration of load cells,
including traceability to national standards.

b2  S2 Error due to misalignment between the engine force
vector and the force vector measured by the data load
cell train.

b3  S3 Error due to shift in load cell calibration caused by
attachement of adaptors and flexures.

b4  a4  Error due to pressurization of the labyrinth seal.

b5  a5  Error caused by the measurement of the forces on an
axis different from the engine centerline.

b6  s6 Error due to the system hysteresis.

b7  s7  Error due to the system non-repeatability, as
determined by repeated calibration both pre and post
test.

b8 as Error due to the system nun-linearity.

b9  s9 Error due to the effect of changes in cell pressure on
the load cell.

bl0  slO Error due to the effect of changes in cell pressure on
the test cell wall which is the thrust system ground.

b ll  Sll Error due to the effect of changes in line pressure on
t e iact tsces exal~eA On Lhe thr.t ,.eeet
w-stes by seivi e tLns, etc. - route4 to the
engine.

b12  s12 Error due to the effect of a change in temperature on
the load cell.

b13  513 Error due to the effect of changes in temperature on
the care forces exerted on the thrust m-nsurement
system by lines routed to the engine.

b14  sl4 Error due to thermal growth of the thrust stand.

b1 5  el5 Error in force measurement an a result of inlet air
ram effects on sea level test stands (this error is
also present for altitude test cells but will he taken
into account in the elemental error propagation
activities).

b6 s16 Error in the force measurement as a result of
secondary airflow external drag effects on engine
surface and service lines.

b17  sl7 Error due to the effect of vibration on the load cell.

b1 8  s8 Error due to the effect of vibration on the thrust
stand.

b 9  St9 Error from signal conditioning, shunt calibration, and
digital system.

b20  s20 Error from curve fit of calibration tiata.

b21  s21 Error associated with the ability to determine a
representative value over a specified time interval
for data variations due to plant or engine
instability.



Table 3-2 A/B Fuel Flow Measurement Error Source Diagram/System

NOTE = $LAS ERROR VALUStANDArDS
(AL1 AUTON P RR tSION ERROR VAIjE IYp T RRORAlT RA Rb RV

S" U LTAv ON A, ,

NSTALLATION bRAULENCE b
I
-

E ONfIGURATION- - - .
It" PE11R 0RLENTATON b,

PESE-- .---- --- "

YTE TEME TRb
- ' LDN IWMTTER AeTA~iT

VLS.(USL 6T - p

ES MERT -' SPFCP GRAJLTY -

V1ARUDON

OATA .- SAAMLING ERROR I .
SYSTWM

UCOVISPLON - -,MEASLEEME~tT (CANNEL ERROR

UT O p - DATA PROCSR. L RROR T L L

FUEL FLOW MEASUREMENT SYSTEM

(TURBINE FLOWMETERS)

b a DESCRIPTION OF ERROR SOURCE

bj $l Error from standard lab calibration of flowmeter,
including traceability to national standards.

b
2  

s2 Error due to the effect of cavitation caused by

insufficient static pressure within the flowmeter.

b3 s3 Error due to the effect of turbulent flow caused by
sharp bends, etc. upstream of the flowmeters.

0-u.RI oues
4

rea-s

b
4  

s4 Error due to the effect of orientation differencies

from calibration to application.

b
5  

55 Error from determination of calibration fluid specific

gravity, viscosity, and matching these to the
characteristics of the test fluid to be used.

b
6  

86 Error due to the flowmeter non-repeatability from

repeat flowmeter calibration, including difference

between pre and post test calibrations.

b
7  

s
7  

Error from the effect of ambient temperature changes

on the flowmeter.

b8 88 Error in the determination of test fluid viscosity.

b
9  

s9 Error in the determination of test fluid specific

gravity.

b
l o  

9lO Error from the effect of vibration on the flowmeter.

bit RI I Error from th. effect of Ambient rvessure -. ,.. .

tL, fluwsLeAr.

h
1 2  

s12 Error associated with the ability to determine a

representative value over a specified time interval
for data variations due to fuel pressure or engine
instability.

b
1 3  

813 Error from signal conditioning, calibration,
oscillator, and digital system.

b14 $14 Error from curve fits of calibration data and fluid

property correction

AI~
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Table 3-3 A/B Pressure Measurement Error Source Diagram/System

STANDARDS 1 NOTE b BIAS ERROR VALUE
CA RATION S PRECISION ERROR VALUE.... ERROR

HIERARCHY TP RO

b, T

- -- , PRESSURE PROSE , b2 . .

INSTALLATION _

TESERECTS .- REFERIENCE PROBE biTEST"''r' ' ..

CELL LINE PRESSURE b, T

TEST CELL -E N bs 5

SYSTEMNT
SYSTEM CALIBRATIO SENSOR R. HYSTERESIS b. .

NON-LENEARITY b, s,

REPEATABILITY b. Is

TME Rb,

ENRNENAFEECTS I VBAIN
5  

I

4PRESSURE UEMNTSYTE
- DATA p--- AMPLINU EBRRSI T

SYSTEM _--

ACOVISTION :Vf MASUREMENTf CHANNEL ERROR - I T

PROCESSING DA~iA PROCESSINGERO

PRESSURE MEASUREMENT SYSTEM

b s DESCRIPTION OF ERROR SOURCE

b
1  

Bj Error from the standards lab calibration of the in

place pressure generator or the sensor calibration,

including traceability to national standards.

b
2  

s2 Error from the design/fabrication of the static or

total pressure probe.

b
3  

s3 Error from the design/fabrlcation of the reference

pressure probe for delta pressure measurements.

b
4  

84 Error due to changes in transducer calibration with
line pressure for delta pressure sensors.

b
5  

85 Error from the determination of reference pressure.

s
6  

Error due to sensor hysteresis.

b
7  

s
7  

Error due to sesoT non-linearity.

b8 88 Error due to sensor non-repeatability.

b
9  

89 Error due to the effect of changes in temperature on

the pressure sensor.

blO BlD Error due to the effect of vibration on the pressure

sensor.

b
l l  

Bll Error due to the effect of changes in line pressure on

delta pressure sensors.

b12  'ja R-rn, pi s.,4bt Tb! to~eenn
representative value over a specttied time interval

for the data variations due to plant or engine

instability.

b
1 3  

'13 Error from signal conditioning, electrical
calibration, and digital system.

b
1 4 814 Error from curve fit of calibration data.



24

Table 3-4 A/B Temperature Measurement Error Source Diagram/System

STANDARDS NOTE b = BIAS ERROR VALUE

CALIBRATION = PRECISION ERROR VALUE TYPE ERROR
HIERARCHY TP RO

LEVEL b2 S2

REFERENCE

SYSTEM - STABILITY - .b3 S1
T E S T ... ... .. . ...

CELL

PROBE RECOVERY b4  S4
PROBE - - - - - - -

SYSTEM INSTALLATION .CONDUCTION ERROR .b S

TS ~ b6  6

DATA MEASUREMENT CHANNELb 7  sS Y S T E M _N -

ACOUISTION DT PRCSIGE O

PROCESSIN G ------ -- . ..-- -

TEMPERATURE aASURELENT SYSTEM
(THERMOCOUPLE TYPE)

b s DESCRIPTION OF ERROR SOURCE

b
l  s

1  Error due to manufacturer specification of wire or

standard lab calibration, whichever is used.

b
2  s

2  Error due to reference temperature level.

b
3  s

3  Error due to reference temperature stability.

b
4  s

4  Error do to probe design caused by radiation,

friction, t ., when measuring gas temperatures.

b
5  s

5  Error due to ieat conduction.

b
6  s6 Error due to temperature gradients along

nonhomogeniou thermocouple wire.

b7 s
7  Error from si nal conditioning, millivolt calibration

source and digital system.

b
8  s

8  Error from curve fit of thermocouple tables furnished
by national standards laboratory.

b
9  89 Error associated with the ability to determine a

representative value over a specified time interval
for the data variations due to plant or engine
instability.
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Table 3-5 A/B Rotor Speed Measurement Error Source Diagram/System

NOTE: b = BIAS ERROR VALUE

TAIRARHO = PRECISION ERROR VALUE TYPE ERROR
IERA RCHY 

b S
L _ _ _ -- ------- ------ -- ------ ----- -- --

I ESRb 2  S2

INSTALLATION I
TEST , ROTOR MOUNT - -- b3  S

CELL

SYSTEM ENVIRONMENTAL ...............

DATA MEASUREMENT CHANNEL S S

SYSTEM

ACQUISTION DATA PROCESSING ERROR b 6  s6

ANDby S
AND ---- SAMPLING ERRORb? s

PROCESSING ................--------

ROTOR SPEED MEASUREMENT SYSTEM

b a DESCRIPTION OF ERROR SOURCE

b1  al Standards Lab calibration of frequency calibration
source, including traceability to national standards.

b2  s2  Error from sensor design (gear tooth shape, etc.).

b3  83 Error from rotor mount (gear ratio).

b4  54 Error due to the effect of vibrations on the speed
sensor.

b5  a5  Error from signal conditioning, calibration
oscillator, and digital system.

b6  s6 Error from calibration curve fit.

b7  s7  Error associated with the ability to determine a
representative value over a specified time interval
for the data variations due to engine instability.
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Table 3-6 A/B Area Measurement Measurement Error Source Diagram/Svtem

STANARDSNOTE. b =BIAS ERROR VALUE
CALIBRATION S = PRECISION ERROR VALUE TYPE ERROR

HIERARCHY TP

bi

TEMPERATURE
COMPENSATION .

GEOMETRY

DIAMETER
MEASUREMENT

b3  S3
. ... .. . . .. .------- ----------- ------- - -

EFFECTIVE
FLOW AREA

b 4  s4

AREA MEASUREMENT

b 5 DESCRIPTION OF ERROR SOURCE

b
I  sl Error from the standards laboratory calibration of the

precision instrument used to make the physical
measurements.

b
2  82 Error due to differences in temperature from area

measurement and testing, including effect of

temperature errar.

b3 83 Error in area measurement as a result of defining the

geometry cross section.

b
4  84 Error in determining the effective flo area (i.e.,

nozale discharge c efficient).
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TABLE S-4A MM P!M. AT10N AT (IIITI1I 9. TAW P CW (20.7 P2/1.3 RB828 T2/8750 NHRD)

Basic me qiremats Sias Precis Influence coefs Bias lirmts of results Precis isde of results
(input parametes) limits Index k, t%) + Bd - Bi . 1 S - Si - 9ki

BI Si

xi (umits) () (%) SFm mmD WAX/ WFED S1FRD PRD WAleD WFRD SFCRD FND WAUD WBD

* PSA 19.50 kPa 0.38 0.021 0.11 -0.11 0.51 0 0.04 0.04 0.19 0 0.002 0.002 0.010 0
PA 2.311 kPa 0.71 0.130 0.11 -0.11 0.50 0 0.08 0.08 0.36 0 0.014 0.014 0.065 0
TA 288.2 K 0.35 0.024 -0.11 0.11 -0.49 0 0.04 0.04 0.17 0 0.C3 0.003 0.012 0
T2 287.8 K 0.35 0.038 -0.39 -0.11 0.50 -0.50 0.14 0.04 0.17 0.17 0.015 0.004 0.019 0.019

PSI 20.27 kPa 0.44 0.030 -3.51 -3.64 0 0 0.81 0.84 0 0 0.104 0.108 0 0
PC 15.94 kPa 0.58 0.044 2.19 -2.15 0 0 0.30 0.30 0 0 0.096 0.094 0 0

113D 2550 N 1.61 0.470 -0.55 0.55 0 0 0.89 0.89 0 0 0.259 0.259 0 0
QF 193.2 ml/s 0.24 0.078 1.00 0 0 1.0 0.24 0 0 0.24 0.078 0 0 0.078

D15 0.8023 Ng/1 0.12 0 0 0 1.0 0.12 0 0 0.12 0 0 0 0
NCV 43187 J/g 0.18 0 " 0 0 1.0 0.18 0 0 0.18 0 0 0 0
TF 288.9 K 0.35 0 -0.25 0 0 -0.25 0.09 0 0 0.19 0 0 0 0

OIA 0.981 - 0.72 0 0.23 -0.23 1.00 0 0.17 0.17 0.72 0 0 0 0 0
&ARD 98.65 kPa 0.13 0 0.06 -4.64 -2.15 -4.70 0.01 0.60 0.28 0.61 0 0 0 0
(OP -0 kPa,g 0.04 0 0.05 -3.71 -1.72 -3.76 0.00 0.15 0.07 0.15 0 0 0 0
P2 20.71 kPa 0.33 0.014 -0,78 -0.22 -1.01) -1.00 0.26 0.09 0.33 0.33 0.011 0.003 0.014 0.014

HSS Tr' -- Bk and Sk (7) 1.44 1.54 0.97 0.81 0.306 0.296 0.071 0.081

TABIF- -418 EM 
' 

1I , $IYN A. OW ITIJM 6. TAR=lEP ITPP (82.7 P2/1.3 RP/288 12/8875 hM)

* PSA 75.95 .'a 0.06 0.005 0.10 -0.10 0.51 0 0.00 0.00 0.03 0 0.001 0.001 0.003 0
PA 11.30 kPa 0.27 0.027 0.10 -0.10 0.50 0 0.03 0.03 0.14 0 0.003 0.003 0.013 0
TA 287.7 K 0.35 0.024 -0.09 0.09 -0.49 0 0.03 0.03 0.17 0 0.002 0.0 2 0.012 0
T2 287 . K 0.35 0.038 -0.40 -0.10 0.50 -0.50 0.14 0.03 0.17 0.17 0.015 0.004 0.019 0.019

PSI 0.35 kPa 0.67 0.037 -3.23 -3.34 0 0 0.13 0.13 0 0 0.024 0.025 0 0
PC 63.35 kPa 0.17 0.011 2.03 -1.99 0 0 0.08 0.08 0 0 0.022 0.022 0 0

LOAD 12220 N 0.33 0.098 -0.62 0.62 0 0 0.20 0.20 0 0 0.061 0.061 0 0
QF 718.9 ml/s 0.13 0.021 1.00 0 0 1.0 0.13 0 0 0.13 0.021 0 0 0.021

D15 0.8023 kg/i 0.12 0 0 0 1.0 0.12 0 0 0.12 0 0 0 0
N7V 43187 J/g 0.18 0 0 0 1.0 0.18 0 0 0.18 0 0 0 0
TF 287.8 K 0.35 0 -0.25 0 0 -0.25 0.09 0 0 0.OQ 0 0 0 0

CIA 0.985 - 0.72 0 0.20 -0.20 1.03 0 0.14 0.14 0.72 0 0 0 0 0
FA618 98.66 kPa 0.13 0 0.05 -1.24 -0.54 -1.29 0.01 0.16 0.07 0.17 0 0 0 0
(3'! -210 kPag 0.04 0 0.01 -0.25 -0.11 -0.26 0.00 0.01 0.00 0.01 0 0 0 0
P2 82.47 kPa 0.14 0.("34 -0,80 -0.20 -1.00 -1.00 0.11 0.03 0.14 0.14 0.003 0.001 0.004 0.004

RSS 3U41S + Rk and Sk (Z) 0.44 0.34 0.79 0.39 0.074 0.070 0.026 0.029

* Note : Facillty-Pecullar Nomenclature - Defined In Ref. 9
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Table 5-2 NASA Calculated Performance Parameter Uncertainty Estimates

PARAMETER TEST CONDITION ERROR. PERCENT OF READING

NO. P2kPa T2,K RAM BIAS(B),% PREC.(S),% UNCERT.(U),%
RATIO

NLQNH 3 82.7 288 1.00 0.02 0 0.02

6 82.7 288 1.30 " "

9 20.7 288 1.30 ""

NHRD 3 82.7 288 1.00 0.21 0.02 0.24

6 82.7 288 1.30

9 20.7 288 1.30

T7Q2 3 82.7 288 1.00 0.51 0.03 0.58

6 82.7 288 1.30 " Is

9 20.7 288 1.30 0.49 0.56

P7Q2 3 82.7 288 1.00 0.08 0.02 0.11

6 82.7 288 1.30 " " "

9 20.7 288 1.30 0.33 0.06 0.45

NLRD 3 82.7 288 1.00 0.21 0.02 0.24

6 82.7 288 1.30 ..

9 20.7 288 1.30 to

WA1RD 3 82.7 1.00 0.48 0.13 0.74

6 82.7 288 1.30 0.49 0.12 0.73

9 20.7 288 1.30 1.47 0.55 2.56

FNRD 3 82.7 288 1.00 0.37 0.17 0.71

6 82.7 288 1.30 0.45 0.20 0.86

9 20.7 288 1.30 1.63 0.78 3.18

WFRD 3 82.7 288 1.00 0.67 0.30 1.28

6 82.7 288 1.30 0.67 0.29 1.26

9 20.7 288 1.30 0.71 0.50 1.70

SFCRD 3 82.7 288 1.00 0.75 0.34 1.44

6 82.7 288 1.30 0.77 0.35 1.48

9 20.7 288 1.30 1.69 0.91 3.51



Table 5-3 AEDC Calculated Performance Parameter Uncertainty Estimates

PARAMETER TEST CONDITION ERROR, PERCENT OF READING

RAM BIAS(B),% PREC.(S),% UNCERT.(U),%NO. P2,kPa T2,K RATIO

NLQNH 3 82.7 288 1.00 0.28 0.21 0.70

6 82.7 288 1.30

9 20.7 288 1.30

11 101.3 288 1.00

NHRD 3 82.7 288 1.00 0.22 0.16 0.54

6 82.7 288 1.30

9 20.7 288 1.30

11 101.3 288 1.00

T7Q2 3 82.7 288 1.00 0.31 0.13 0.57

6 82.7 288 1.30

9 20.7 288 1.30

11 101.3 288 1.00

P7Q2 3 82.7 288 1.00 0.28 0.21 0.70

6 82.7 288 1.30

9 20.7 288 1.30

11 101.3 288 1.00 ""

NLRD 3 82.7 288 1.00 0.22 0.16 0.54

6 82.7 288 1.30

9 20.7 288 1.30

11 101.3 288 1.00

WA1RD 3 82.7 288 1.00 0.28 0.23 0.75

6 82.7 288 1.30

9 20.7 288 1.30

11 101.3 288 1.00

FNRD 3 82.7 288 1.00 0.48 0.35 1 18

6 82.7 288 1.30 0.51 0.36 1.24

9 20.7 288 1.30 0.80 0.38 1 55

11 101.3 288 1.00 0.47 0.35 1 17

WFRD 3 82.7 288 1.00 0.49 0.38 1 25

6 82.7 288 1.30

9 20.7 288 1.30

11 101.3 288 1.00

SFCRD 3 82.7 288 1.00 0.68 0.53 1.73

6 82.7 288 1.30 0.74 0.55 1.84

9 20.7 288 1.30 0.96 0.56 2.08

11 101.3 288 1.00 0.68 0.52 1.73
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Table 5-4 CEPR Calculated Performance Parameter Uncertainty Estimates

PARAMETER TEST CONDITION ERROR, PERCENT OF READING

RAM BIAS(B).% PREC.(S),% UNCERT.(U),%NO. P2,kPa T2, K
RATIO

NLQNH 3 82.7 288 1.00 0.08 0.00 008

6 82 7 288 1.30

9. 20.7 288 1.30

11 101.3 288 1.00

NHRD 3 827 288 1.00

6 82.7 288 1.30

9. 20.7 288 1.30

11 101.3 288 1.00

T7Q2 3 82.7 288 1.00

6 82.7 288 1.30

9* 20.7 288 1.30

11 101.3 288 1.00

P7Q2 3 82.7 288 1.00

6 82.7 288 1.30
9* 20.7 288 1.30

11 101.3 288 1.00

NLRD 3 82.7 288 1.00

6 82.7 288 1.30
9* 20.7 288 1.30

11 101.3 288 1.00

WA1RD 3 82.7 288 1.00 0.35 0.03 0.41

6 82.7 288 1.30 0.47 0.05 0 S7
9. 20.7 288 1.30 0.84 0.08 1 00

11 101.3 288 1.00 0.24 0.03 0 30

FNRD 3 82.7 288 1.00 0.37 0.11 060

6 82.7 288 1.30 0.68 0.19 1 07

9* 20.7 288 1 30 1 30 0.37 2 04

11 101.3 288 1.00 0.35 0.11 0 57

WFRD 3 82.7 288 1.00 0.21 0.11 0 43

6 82.7 288 1.30
9" 20.7 288 1.30

11 101.3 288 1.00

SFCRD 3 82.7 288 1.00 0.43 0.15 0 74

6 82.7 288 1.30 0.72 0.22 1 16
9* 20.7 288 1.30 1.34 0.39 2.13

11 101.3 288 1.00 0.43 0.15 0.74

*CONDITION 9 ERROR VALUES WERE NOT AVAILABLE, CONDITION 8 (34.5/288/1.30)
VALUES SHOWN FOR REFERENCE ONLY.



Table 5-5 RAE(P) Calculated P'erformance Parameter tUncertaintv Fstimatrs

PARAMETER TEST CONDITION ERROR, PERCENT OF READING

NO. P2,kPa T2, K RAM RATIO BIAS(B),% PREC.(S),% UNCERT.(U),%

NLQNH 3 82.7 288 1.00 0.03 0.03 0.09

6 82.7 288 1.30

9 20.7 288 1.30

NHRD 3 82.7 288 1.00 0.11 0.02 0.16

6 82.7 288 1.30 1.

9 20.7 288 1.30 1"

T7Q2 3 82.7 288 1.00 0.21 0.03 0.27

6 82.7 288 1.30 ""

9 20.7 288 1.30 $"

P7Q2 3 82.7 288 1.00 0.38 0.06 0.51

6 82.7 288 1.30

9 20.7 288 1.30 0.57 0.24 1.05

NLRD 3 82.7 288 1.00 0.11 0.03 0.17

6 82.7 288 1.30 1.

9 20.7 288 1.30 It

WAIRD 3 82.7 288 1.00 0.79 0.03 0.84

6 82.7 288 1.30 " 0.03 0 84

9 20.7 288 1.30 0.97 0.07 1.11

FNRD 3 82.7 288 1.00 0.33 0.05 0.44

6 82.7 288 1.30 0.34 0.07 0.48

9 20.7 288 1.30 1.54 0.30 2.13

WFRD 3 82.7 288 1.00 0.38 0.03 0.44

6 82.7 288 1.30 0.39 0.45

9 20.7 288 1.30 0.81 0.08 0 97

SFCRD 3 82.7 288 1.00 0.48 0.06 0.61

6 82.7 288 1.30 0.44 0.07 0.59

9 20.7 288 1.30 1.44 0.31 2.05
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Table 5-6 NRCC Calculated Performance Parameter Uncertainty Estimates

PARAMETER TEST CONDITION ERROR, PERCENT OF READING

RAM BIAS(B), % PREC.(S) % UNCERT.(U), %NO. P2,kPa T2,K RAI

N I 
RATIO

NLQNH 11 AMBIENT AMBIENT 1.00 0.09 0.00 0.09

NHR 11 AMBIENT AMBIENT 1.00 0.22 0.09 0.40

T7Q2 11 AMBIENT AMBIENT 1.00 0.53 0.19 0.91

P7Q2 11 AMBIENT AMBIENT 1.00 0.13 0.06 0.25

NLR 11 AMBIENT AMBIENT 1.00 0.22 0.09 0.40

WAR 11 AMBIENT AMBIENT 1.00 0.60 0.04 0.68

FNR 11 AMBIENT AMBIENT 1.00 0.43 0.10 0.63

WFR 11 AMBIENT AMBIENT 1.00 0.45 0.13 0.71
SFCR 11 ABETA INT 1.00 0.60 0.14 0.88

Table 5-7 TAF Calculated Per~ornance Parameter Uncertainty Estimates

PARAMETER TEST CONDITION ERROR, PERCENT OF READING

NO. P2,kPa T2,K RAM RATIO BIAS (B),% PREC. (S),% UNCERT.(U),%

NLQNH 11 AMBIENT AMBIENT 1.00 NA NA 0.81

NHR 11 AMBIENT AMBIENT 1.00 0,61

T7Q2 11 AMBIENT AMBIENT 1.00 045

P7Q2 11 AMBIENT AMBIENT 1.00 0.19

NLR 11 AMBIENT AMBIENT 1.00 0.67

WAIR 11 AMBIENT AMBIENT 1.00 0.31

FNR 11 AMBIENT AMBIENT 1.00 052

WFR 11 AMBIENT AMBIENT 1.00 112

SFCR 11 AMBIENT AMBIENT 1.00 1 23
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"ABLE 6-1 MrQN UCFRTAMY INIRVAL GALOIATTOI4

Tr.3 TC 6 T09

I'rcertaintv Fstinites from Table 5-2 th 5.5 (1 ad U
y z

NASA CI 4P3r RAF(p) Id0 NAM AHC CEPr REA(P) Mcdian NKSA AFIW CEPi- 84(P) !,li

INA 0.71 1.18 0.60 0.49 0.65 0.86 1.24 1.07 0.48 0.96 3.18 1.55 2.04 2.13 2.08
SFCED 1.44 1.73 0.74 0.61 1.09 1.48 1.84 1.16 0.59 1.32 3.51 2.108 2.13 2.05 2.10
WABO 0.74 0.75 0.41 0.84 0.75 0.73 0.75 0.57 0.84 0.74 2.56 0.75 1.00f 1.11 1.05
P702 0.11 0.70 0.51 0,51 0.11 0.70 0.51 0.51 0.45 0.70 1.05 0.70
\110 0.24 0.54 0.16 0.24 0.24 0.54 0.17 0.24 0.24 0.54 0.17 0.20

2
Lhncercaintv loteil - 2 +~1 !t.

I v. . Slope U tocert Int Slope L hJert Int Slope dv Lhcert nt
de % dz % I dz

K ied max %med 7U aw 7 Med

10103 V. P702 1.9 2.8 2.3 1.8 2.8 2.6 2.3 6.5 5.4

S41l8 V. W 0 3.2 2.2 0.1 3.4 2.6 0.2 5.7 4.3

l4aw14 V. .Ip 2.0 2.2 1.8 1.9 2.2 1.8 2.0 4.0 2.3

- _ __ ___
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APPENDIX II
NAPC Measurement Uncertainty

Information giving the Test Facility Pescription,
the Primary Test Measurements and the Measurement Uncertainty was taken from Ref. i2, App. VIII

TEST FACILITY

The NAPC outdoor test site is an open air ground-level test facility located at Lakehurst, NJ. Tile
turntable test stand is set in the centre of an asphalt and concrete pad completely exposed to the open
air in order to eliminate any of the test stand efiects commonly encountered in enclosed test iacilities.
The turntable test stand consists of a rotating platform with a thrust bed supported by [our short

flexures that permit axial movement. Engine instrumentation, fuel and test stand servicer ore provided
from a boom over the centre of rotation of the turntable. A movable shelter is used to protect the test
stand from the elements when the engine is not being tested.

Installation Configuration

Engine 615037 mounted in the UETP test frame was installed on the turntable thrust bed. Two NAPC
manufactured adaptor spool pieces were used to connect the UETP engine inlet duct to an NAPC provided air-
flow measuring station and bellmouth with a stone guard, all of which were mounted on the thrust bed.

PRIMARY TEST MEASUREMENTS

Thrust Measuring System

The thrust measurement system consisted simply of a strain-guge type load cell mounted below the thrust
bed along the centre line of the engine. A spring rate check to ensure the free movement of the thrust bed
and calibration of the load cell were performed for three different turntasle positir (3, 190, 'A deg)
to ensure that there was no difference in the thrust measurement due to the turntable position.

Airflow Metering System

The Station 1.0 (facility) airflow measurement station consisted of a spool piece 1.027 m long, 0.931 m
inside diameter containing a nine-fingered freestream total pressure rake and four wall static pressure
taps. Station 1.0 air temperature was measured by two thermocouples mounted on the beilmouth stone guard.

Fuel Flow Metering System

The engine fuel flow was measured using two NAPC turbine fuel flow meters and the uel temperature. The
meters were calibrated in-house with test equiprent traceable to the NBS.

MEASUREMENT UNCERTAINTY

The procedures for calculating measurement uncertainty were those laid out by Abernerhy (eferencc Z ) and
are described in a separate report. For the purpose of data comparison, the relevant values are listed
below:

NAPC CALCULTATED PERFORMANCE PARAMETER UNCERTAINTY ESTIMATES

Para- Test Condition Lr,cr, Percent of Radiog
meter

No P T Ram Bias Prec Uncert
2 2 Ratio B S L

kPa K percent percent percent

NI.QNH II AMBIIENT AMBIENT 1.00 0.01 0.O1 0.02

Nilg II AMBIENT AMBIENT 1.00 0.23 0.05 0.32

TJQ2 11 AMBIENT AMBIENT 1.00 0.43 0.08 0.61

11712 I1 AMBIENT AMBIENT 1.00 0.112 0.03 0.08

NLR !I AMBIENT AMBIENT 1.00 (.23 0.05 0.32

WAIE 11 AMBIENT AMPIFNT 1.00 0.29 0.11 0.50

FNR II AMBIENT AVBIENT 1.00 0.19 0.12 0.42

WFR II AMBIENT AMBIENT 1.00 0.21 0.31 0.82

SFCR II AMBIENT AMBIENT 1.00 0.28 0.33 0.93

PS702 II AMBIENT AMBIENT 1.00 0.03 0.07 0.18
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APPENDIX III NOMENCLATURE

B Bias Limit

BM Basic Measurement

BPP Basic Physical Parameter

CD8 Nozzle Flow Coefficient

CG8 Nozzle Thrust Coefficient

DMP Defined Measurement Process

EPP Engine Performance Parameter

EPR(=P7Q2) Engine Pressure Ratio

EV Elemental Value

FG Gross Thrust

FN Net Thrust

FNRD Net Thrust Referred to Desired Conditions

CTP General Test Plan

IC Influence Coefficient

IP Input Parameter

I ii'LowerHeating Value of Fuel

NH High Pressure Compressor RPM

NHDR High Pressure Compressor RPM Referred to Desired Condition

NL Low Pressure Compressor RPM

NLRD Low Pressure Compressor RPM Referred to Desired Condition

NPR Nozzle Pressure Ratio

P Total Pressure

RR Ram Ratio

S (=PI) Precision index

SFCRD Specific Fuel Consumption Referred to Desired Condition

T Total Temperature

U Uncertainty of Measurement

UETP Uniform Engine Testini Programme

WA Facility-Measured Air Flow

WAIRD Facility-Measured Air Flow Referred to Desired Condition

WF Fuel Flow

x error source

Y primary

z comparison parameter

c 95 multiplication factor to denote confidescc I liits

N number of samples

5 pressure referred to staindard conditions

o temperature referred to standard 'nditl s
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APPENDIX IV

GLOSSARY

Accuracy - The closeness or agreement between a measured value and a standard or true value; uncertainty
as used herein, is the maximum tnccuracy or error that may be expected (see measurement error).

Average VaIue - The arithmetic mean of N readings. The avLrage value is calculated as:

iI

= average value - N

Bias (B) - The difference between the average of all possible measured values and the true value. The
systematic error or fixed error which characterizes every member of a set of measurements (Fig. IV-i).

Err

(T*fr.I , 11 7 .11 l 'LIt h lt,.I

Fig. gb.l Sampling Systems

Calibration - The process of comparing and correcting the response of an instrument to agree with a
standard instrument over the measurement range.

Calibration Hierarchy - The chain of calibrations which link or trace a measuring instrument to the
National Bureau of Standards.

Coverage - A property of confidence intervals with the connotation of including or containing within the
interval with a specified relative frequency. Ninety-f ve-percent confidence intervals provide 95-percent
coverage of the true value. That is, in repeated sampling when a 95-percent confidence interval is
constructed for each sample, over the long run the intervals will contain the true value 95-percent of the
time.

Cycle - A whole period of any multiplexer.

Data Point - Can be made up from a number of scans, resulting in an average in time and/or place (i.e.
number of pick-ups).

Defined Measurement Process - DHP encompasses the overall procedureincluding calibration, etc., to arrive
at a desired test result using a specified installation or installations.
This may be a single test point, a least squares curve fit of a number of test points, or a
collection of such fits for different test conditions. Any error that propagates to the result as a
fixed error is classified as bias, otherwise it is precision. What is bias for a single point or
curve becomes precision overall, with a remnant test bias and - of course - the possibility of an
installation bias.

Degrees of Freedom (df) - A sample of N values Is said to have N degrees of freedom, and a statistic
calculated from it is also said to have N degrees of freedom. But if k functions of the sample values
are held constant, the number of degrees of freedom is reduced by k. For example, the statistic
N 2

X) , where X is the sample mean, Is said to have N - I degrees of freedom. The justification
fort"Ie is that (a) the sample mean is regarded as fixed or (b) In normal variation the N quantities
(X - X) are distributed independently of X and hence may be regarde as N - I independent variates or
N variates connected by the linear relation E(Xi - X)- 0.

Dwell - Time during which a transducer is connected to a pick-up; includes Settling (line or filter
stabillsation) and reading.

Elemental Error - The bias and/or precision error associated with a single component or process in a chain
of compocents or processes.

Fossilisation - random (live) errors in a single calibration run give rise to an uncertainty in the value
of the calibration constants, which becomes a fixed "fossilized" bias when this calibration is
applied to measurement results.

Laboratory Standard - An Instrument which is calibrated periodically at the NBS. The laboratory standard

may also be called an Interlab standard.
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Mathematical Model - A mathematical description of a system. It may be a formula, a computer program, or a
statistical model.

Measurement Error - The collective term meaning the difference between the true value and the measure!

value. Includes both bias and precision error; see accuracy and uncertainty. Accuracy imp' s mal:
measurement error and small uncertainty.

Multiple Measurement - More than a single concurrent measurement of the same parameter.

Multiplexer - A unit which connects a number of pick-ups sequentially to a transducer, or a number of
transducers to a recorder.

NBS - National Bureau of Standards.

Parameter - An unknown quantity which may vary over a certain set of values. In statistics, it occurs in

expressions defining frequency distributions (population parameters). Examples: the mean of a normal
distribution, the exptected value of a Poisson variable.

precision Error - The random error observed in a set of repeated measurements. This error is the result of
a large number of small effects, each of which is negligible alone.

Precision Index - The precision index is defined herein as the computed standard deviation of the
measurements.

A(xi -K)

s N-I usually, but sometimes S Z

Random Error Limit of Curve Fit (RELCF) - The limits on both side of a fitted curve within which the true

curve is expected to lie, with 957 probability; apart from a possible bias error of the DMP. It is

calculated from observed random statistical data, including the Residual Standard Deviation.

Reading - A number of samples or an avaraged value taken during a dwell.

Sample - A single value giving the momentary output of a transducer, possibly via a (low pass) filter.

Sample Size (N) - The number of sampling units which are to be included in the sample.

Scan - A per d during which all pick-ups have been read at least once.

Standard Deviation (o) - The most widely used measure of dispersion of a frequency distribution. It is the
precision index and is the square root of the variance. S is an estimate o calculated from a sample

of data.

Standard Error of Estimate (also known as Residual Standard Deviation (RSD)) - The measure of dispersion
of the dependent variable (output) about the least-squares line in curve fitting or repression

analysis. It is the precision index of the output for ony fixed level of the independent variable

input. The formula for calculating this is

.jN 2
S = Y -Y

EE i-I D0S CA

N-K

for a curve for N data points In which K constants are estimated for the curve.

Standard Error ol the Mean - An estimate of the scatter in a set of sample means based on a given sample

of size N. The sample standard deviation (S) is estimated as

S - ( - X I(N- )

Then the standard error of the mean is S/Y.N In the limit, as N becomes large, the standard error

of the mean converges to zero, while the standard deviation converges to a fixed non-zero value.

Statistic - A parameter value based on data. S and S are statistics. The bias limit, a judgement, is not a

statistic.

Statistical Confidence Interval - An interval estimate of a population parameter based on data. The

confidence level establishes the coverage of the interval. That is, a 95-percent confidence interval

would cover or include the true value of the parameter 95-percent of the time in repeated sampling.

Student's "t" Distribution (t) - The ratio of the difference between the population mean and the sample
mean to a sample standard deviation (multiplied by a constant) in samples from a normal population.
It is used to set confidence limits for the population mean.

Traceability - The ability to trace the calibration of a measuring device through a chain of calibrations

to the National Bureau of Standards.

Transducer - A device for converting mechanical stimulation into an electrical signal. It is used to
measure quantities like pressure, temperature, and force.
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Transier Standard - A laboratory instrurent which is used to calibrate workintg standards and whic Is
periodicali> talibrated against the laboratory standard.

True Value - The reference value defined hv tile National T;vreau of Standards which is assumed to be the
trut value of atto veasured quantity.

tncerrainty (U) - The maximum error reasonably expected for the defined neasureneot process:
U 1 + (B + t 95S).

Variance (c-) - A mesurP of scatter or spread of a distribution. It is est!iated by
S2 t -(X - X) frot a sample of data. The variance l the square of the standard deviation.

N-I

Working Standard - An instrutert which is calibrated in a laboratory angaiTst an Interlab or translor
statdard and is used as a standard in calibrating measuring il.strurents.
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APPENDIX V

DESCRIPTIONS OF GROUND-LEVEL TEST BEDS AND ALTITUDE TEST CELLS

The descriptions given in this Appendix reflect the capability of each facility at
the time of its participation in the UETP. Subsequent changes or improvements are
not included.

(A) GROUND-LEVEL TEST BEDS

1. NATIONAL RESEARCH COUNCIL CANADA - TEST CELL No 5

1.1 Description

1.1.1 Test Facility

The test cell used for the UETP is designated Cell No 5 and is one of three
ground-level gas turbine test cells in the Engine Laboratory. This cell is
capable of handling engines of up to 140 kg/s air inflow. Since
environmental control is not available, the test condition is dictated by
local ambient temperature and pressure. A sectional elevation and plan
view of Cell No 5 are given in Figure A.

1.1.2 Installation Configuration

The UETP test engine was floor mounted and a facility bellmouth and
airmeter were fitted. Engine efflux and entrained secondary air were
ducted from the cell through a 2m diameter exhaust collector to a vertical
silencer that discharged to the atmosphere. A 1 m diameter insert in the
collector tube allowed reduction of the induced secondary cell flow to 6
m/s or less.

1 .2 Primary Test Measurements

1.2.1 Thrust Measuring System

The test engine was mounted on a thrust bed which in turn was suspended
through flexure plates to a mounting frame anchored to the floor. A series
of strain gauge type load cells was available for placement between the
thrust bed and mounting frame. The load cell used was calibrated in a
deadweight tester, which is periodically checked against the Canadian
Standards of Mass, NRCC. Friction and bending forces produced by the
flexible plates were determined by a center-pull calibration.

The facility bellmouth airmeter assembly was attached ahead of the
reference airmeter. A hard mounted, hemispherically shaped nosebullet was
mounted on an extension of the reference airmeter centrebody. The
bellmouth forces were transmitted to the engine stand, but decoupled from
the engine and centred on the engine axis via a low stiffness inflatable
seal.

The method of thrust accounting eliminated the need for a separate
measurement of the bellmouth and nosebullet forces. However, static
pressure data were obtained from a series of static taps in radial lines on
the nose bullet and bellmouth.
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1.2.2 Airflow Metering System

The compressor airflow was measured in an annular, straight measuring
section, placed between the compressor inlet and bellmouth, by means of
total pressure taps n the inner and outer walls.

1.2.3 Fuel Flow Metering System

Two NRCC turbine fuel flowmeters were installed in series at the
engine/test cell interface. These flowmeters had been calibrated by the
manufacturer using the ballistic flow method. Fuel temperature was
measured in the supply line near the flowmeter exit with 'Type Tr (copper-
constantan) thermocouples. Fuel mass flow was calculated using the
measured fuel temperature, the indicated frequency from the turbine
flowmeters, and the flowmeter calibration curve. Calibration data were
used to prepare curves of meter output frequency per unit volume as a
function of a corrected frequency. The corrected frequency is defined as
the indicated frequency divided by actual fuel kinematic viscosity which is
calculated from fuel sample properties and the measured fuel temperature.

1.3 Data Acquisition and Reduction

Raw engine data were acquired by a Data Acquisition System (DAS),
comprising a minicomputer and a Compact System Controller (CSC). The low-
level signals were filtered by 10 Hz filters and then amplified to +5 VDC
full scale (nominal), before digitisation in the CSC. High level sgnals
bypassed the amplifiers, but were filtered prior to digitisation. The
digitisation was done with a 12 bit analogue-to-digital converter, giving
a resolution of 0.024% of full scale.

Pressure signals were mechanically multiplexed using scanivalves and
externally mounted capacitive type pressure transducers. Two calibration
pressures were connected to each scanivalve to verify the calibration on
each scan. Temperature signals were converted from thermocouple wire to
copper using temperature reference plates; the plate temperature being
measured with thermocouples referenced to an electronic ice-point.

Following a five minute engine stabilization period, two back to back data
scans were made at each test point, each scan taking approximately 6
minutes. Steady-state engine performance data were obtained by sampling
each parameter input signal at a constant rate of approximately 100 Hz over
a short time period (ranging from 1 to 10 seconds depending on the
parameters), and-then averaging arithmetically to yield a single value.
The raw data for each test point were reduced to engineering units using
pre-stored calibrations and displayed on a video screen. A visual
comparison of DAS acquired data to those displayed on the read-out
instruments was made for verification before storage on a magnetic disk.
Measured or calculated parameters could be cross plotted on an analogue X-Y
recorder.

2. CENTRE D'ESSAIS DES PROPULSEURS TEST STAND TO

2.1 Description

2.1.1 Test Facility

Engine test stand TO can provide engine tests at ground-level conditions.
Airflow rates up to 1200 kg/s are available in this stand, the dimensions
of which are: 10,2 x 10,85 x 26 m. A sectional elevation Is given in
Figure B.
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2.2 Primary Test Measurements

2.2.1 Thrust Measuring System
The engine was mounted on a thrust measuring system supported by four thin
blades. The thrust was measured by a load cell. The engine inlet duct
was isolated from the bellmouth by a zero leakage seal.

2.2.2 Airflow Metering System

Airflow was metered by measuring the total and static pressures, total
temperature and 0oundary layer profile downstream of the bellmouth. A
cooled exhaust diffuser and a silencer ducted the exhaust gases to
atmosphere.

2.2.3 Fuel Flow Metering System

Two fuel systems covered three ranges of fuel flow up to 7.5, 24 and
36 m3/h respectively. Fuel was metered with volumetric flowmeters
calibrated by CEPr.

2.2.4 Pressure Measurements

The facility can provide either 144 pressure lines through a scanning valve
system or 24 direct lines. Pressure lines and thermocouple wires were
supported from a bearing located above the engine to minimise their
influence on the thrust frame.

2.2.5 Temperature Measurements

264 thermocouple wires with multiplexed lines or 40 with direct lines can
be used. They are routed to OC reference junctions. Also available are
10 lines for flow measurements, speed measurement and checking measurement
(strain gauges . 30, accelercmeters:40).

2.3 Data Acquisition Processing System

Each time a data acquisition is ordered, the computer records all the data,
executes a real time calculation program and provides the results on a line
printer or non visual displays.

3. ESKISEHIR SUPPLY AND MAINTEANCE CENTER - TURKEY

3.1 Description

3.1.1 Test Facility

Post-maintenance/overhaul Test Cell AF/M37-T6B is the major test cell
utilised for health monitoring and acceptance testing of turbo-jet engines.
It cannot provide any simulated flight environmental conditions.

The flow follows a U-Shaped path through the cell, sound-suppressors being
fitted in the vertical air inlet and exhaust sections. The working section
is 10 m high and 7 m wide. Every engine is tested with a bellmouth special
to its model. There are no means for controlling the inlet air flow. This
condition creates a natural depression within the test chamber.

3.1.2 Installation Configuration

The UETP engine was mounted on a thrust frame which was linked to the
ground through four flexure plates and which contained the two load-cells



for the thrust measurement system. The engine had no connections with the
air inlet and exhaust discharge sections of the test cell. The inlet
bellmouth was attached directly to the engine. The exhaust collector of
the test cell could be moved aft or forward to achieve the required
distance between the engine and the exhaust collector.

3.2 Primary Test Measurements

3.2.1 Thrust Metering System

The thrust metering system was a scale force thrust stand flexure system
mounted on the engine support cart as shown in Figure C. The dual bridge
load cells were calibrated in situ by standards traceable to the National
Bureau of Standards (NBS). The maximum system capacity is 156 kN.

3.2.2 Airflow Metering System

Airflow is not normally measured in this cell. A rough indication can be
obtained by measuring the depressions in the test chamber and at the engine
inlet (bellmouth). For the UETP test, airflow was calculated using the
Station 2 instrumentation.

3.2.3 Fuel Flow Metering System

Fuel is metered with turbine volumetric flowmeters. A high range and a low
range metering system with two flowmeters in each range are provided to
maintain the desired level of accuracy at all flow conditions. The meters
are electronically calibrated and can compensate for changes in the
specific gravity of the test fuel.

3.3 Data Acquisition/Processing System

There is no Digital Data Acquisition System. In normal use recording and
calculations are performed manually with the use of some charts when
applicable. Data are recorded and kept on standard log-sheets/charts. For
the UETP the data were fed manually into a micro computer with an analysis
program developed for this purpose.
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(8) ALTITUDE TEST CELLS

5. NASA LEWIS RESEARCH CENTER TEST CELL PSL 3

5.1 Description

5.1.1 Test Facility

Propulsion System Laboratory-Test Cell 3 (PSL-3) has a working section
diameter of 7.3 m and is one of two major test cells utilised for air
breathing propulsion system testing at NASA Lewis Research Center. The PSL
can provide simulated flight environmental conditions ranging from 1,500 m
to 24,400 m and from 0 to 3.0 flight Mach numbers. Airflow rates up to 34C
kg/sec are available for air-breathing propulsion system testing.

5.1.2 Installation Configuration

The NASA UETP utilised a typical direct-connect turbine-engine test
configuration. The engine was mounted on a thrust stand, as shown in
Figure D, which contained the thrust-measuring system. The engine inlet
duct was isolated from the bellmouth and upstream ducting by a labyrinth
seal. Airflow was conditioned to a uniform velocity profile upstream of
the bellmouth inlet by flow straightening screens and grid assembly. The
temperature and pressure levels could be either manually or automatically
controlled at the engine inlet and exhaust to simulate the desired altituce
and Mach number test conditions. A fixed geometry, water-cooled exhaust
diffuser was used to collect the exhaust gases and direct them to the PSL
exhaust system.

5.1.3 Environmental Control System

The temperature environment of the engine during testing as controlled by
cooling air supplied from a torus manifold at the upstream end of the test
cell. The flow was regulated to maintain the test cell temperature within
specified limits. The environment pressure was controlled by valves in the
facility exhaust ducting. The velocity over the nozzle external surface
was controlled by sizing the engine exhaust diffuser to the range of engine
operating conditions and to the plant exhauster capabilities.

5.2 Primary Test Measurements

5.2.1 Thrust Metering System

The thrust metering system is a scale force thrust stand, flexure mounted
to the test chamber supports as shown in Figure D, and free to move except
as restrained by a dual load-cell system that allows the thrust stand to be
preloaded and operated as a null position system, ie fixed position. The
dual-bridge load cells are calibrated by standards traceable to the
National Bureau of Standards (NBS)

5.2.2 Airflow Metering System

The NASA method of determining inlet total airflow is based on the
integration of the flow per unit area calculated for each total pressure
probe of a 4 rake array and the assumption that the static pressure is
constant across the duct at the airflow station (approximately I duct
diameter downstream of the labyrinth seal). This assumption was validated
by a static pressure survey at representative test conditions. Based on
boundary layer and a few total pressure and temperature in the free stream
were measured.
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5.2.3 Fuel Flow Metering System

Fuel was metered with turbine, volumetric flowmeters. A high and low range
metering system with two flowmeters in each range was provided to maintain
the desired level of accuracy for all flight conditions. The meters are
'in-water' calibrated in a laboratory traceable to the NBS.

5.3 Data Acquisition/Processing System

Pneumatic and electrical instrumentation, control, and service system lines
were routed from the engine and thrust stand to the test cell wall in such
a manner that the desired engine thrust measuring accuracy could be
obtained. The pressure lines routed to transducers through a scanner valve
system, and thermocouple wires for temperature measurement routed to 338K
reference junctions. The electrical signals from pressure transducers,
thermocouples, thrust measurement load cells, and turbine fuel flowmeters
were conditioned for sampling by Propulsion Systems Laboratory Data
Acquisition System (DAS).

The engine and facility conditions were monitored, real time, in the
control room by sampling of all parameters and displaying of selected
parameters using a test facility digital computer. At specified
conditions, multiple samples of all parameters were recorded by the DAS
for determination of engine performance. The multiple data samples were
recorded by the test facility computer for averaging computation and
display on a CRT of engineering units and performance parameters. The
engineering unit data and performance data were tabulated on a facility
line printer and also transmitted from the facility computer to one of
the NASA Lewis large central computers for storage, further analysis and
batch processing. Analysis of the stored data could also be performed on
interactive graphics terminals to provide the plotted test results.

6. AEDC ALTITUDE TEST CELL T-2

6.1 Description

6.1.1 Test Facility

Propulsion Development Test Cell T-2 is one of eight test cells at the AEDC
used for air-breathing propulsion system testing. Test Cell T-2 can
provide simulated flight environmental conditions from sea level to
24,000 m in altitude, flight Mach numbers from C to 3.0, and airflow rates
up to 360 kg/s. The T-2 test chamber is 3.75m diameter. The layout of the
cell is shown in Figure E.

6.1.2 Installation Configuration

The UETP engines were tested in a "direct-connect" test configuration with
each engine mounted on a support cart containing the thrust measuring
system. The engine inlet duct was isolated from the bellmouth and upstream
ducting by an automatic pressure balancing, "zero leakage", labyrinth seal.
The engine bellmouth used for the UETP had an exit diameter 76mm less than
the engine face diameter. A conical spool piece with a wall half angle of
2.8 deg was used to make the transition from tne bellmouth exit to the
engine inlet duct. Plant airflow was conditioned to a uniform velocity
profile at the bellmouth inlet by a flow straightening screen and grid
assembly. A fixed-geometry, water-cooled exhaust diffuser was used to
collect and direct the exhaust gases to the ETF plant exhauster system.
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6.1.3 Test Cell Environental Control Systems

The temperature and pressure levels at the engine inlet and exhaust were
automatically controlled to simulate the desired altitude and Mach number
test conditions. The test cell air temperature was controlled by cooling
air supplied from a torus manifold at the upstream end of the test cell.
The flow was regulated to maintain the test cell temperature within
specified limits. The test cell pressure environment was controlled with
the plant exhauster equipment.

6.2 Test Measurement Systems

6.2.1 Airflow

Engine airflow for the UETP was metered with a critical flow venturi
located upstream of the inlet flow straightening plenum. The venturi was
a standard AEDC ETF design as described in Reference 28. Test cell leak
checks were conducted to insure no duct air leakage between the airflow
measurement station and the engine inlet plane.

6.2.2 Thrust

Elastic flexures were used to mount the engine on the model support cart.
Pneumatic and electrical instrumentation, control, and service system lines
were routed perpendicularly from the engine and support cart through the
test cell wall in a manner that minimized tare loads to the engine thrust
measurement system. Tare loads to the engine thrust measuring system were
determined by a centerline pull calibration. Dual-bridge load cells were
locate below the engine centerline. The load cell, load cell column, and
thrust stand were water-cooled to prevent thermal stresses. A water-cooled
panel was used to cover the aft portion of the thrust stand exposed to the
thermal environment of the engine tailpipe.

6.2.3 Fuel Flow

The facility fuel-flow system was equipped with a high- and low-range flow
leg with two axial-flow turbine flowmeters in each leg. This arrangement
minimizes the measurement uncertainty by providing redundant measurements
and by restricting the flow measurement to the linear portion of the meter
frequency calibration curve. The four facility flowmeters were calibrated
in the installed configuration with the test fuel (Jet A).

6.3 Data Acquisition/Processing System

Steady-state pressure lines were routed to transducers located in a multi-
plexing scanner valve system. All thermocouple wires were routed to a
338K reference junction system. The electrical signals from pressure
transducers, thermocouples, thrust measurement load cells, and turbine
fuel flowmeters were conditioned for sampling by a Digital Data
Acquisition System (DDAS).

A central data computer used to record and process outputs from the
steady-state, transient, and high-response instrumentation systems. The
outputs of the steady-state instrumentation were fed into the DDAS system.
One hundred ninety-two channels of data were recorded during each steady-
state data point. The data were acquired .pa in 12 equal time segments
over one and one-half minutes with each segment scanned 50 times. The
data were simultaneously recorded on magnetic tape and transmitted to the



digital computer for conversion to engineering units and calculation of
performance parameters.

The output of selected transient instrumentation was transmitted to the
DDAS which converts the signals to engineering units and calculated
parameters. These parameters were displayed on a cathode-ray tube (CRT) in
the control room at approximately 1-sec update intervals and graphically
displayed on a CRT in the computer room for real-time data analysis.
Transient data were also recorded on a continuous analogue recorder and
magnetic tape in the frequency modulation (FM) mode.

The output of the high-response dynamic instrumentation was recorded on
multiplexed magnetic tapes at 0.76 m/sec in the FM mode.

The engine and facility conditions were monitored, real time, in the
control room by sampling selected parameters by the DDAS. At specified
conditions, multiple samples of all parameters were recorded by the DDAS
for determination of engine performance. The multiple data samples were
recorded and transmitted to the central facility computer for averaging
and computation of engineering units and performance parameters. The
engineering unit data and performance data were tabulated on a line
printer and transmitted by the facility computer to the central
AEDC digital computer for storage. Analysis of the stored data was
performed on interactive graphics terminals to provide the plotted test
results.

7. CEPr ALTITUDE TEST CELL R6

7.1 Description

7.1.1 Test Facility

Test cell R6 is 5.5m diameter and 30m long. It is separated into two parts
to allow the setting of different upstream and downstream conditions for
the engine under test.

Upstream limits are: P = 5 to 700 kPa
T = 243 to 923K

Downstream limits are: P = 5 to 200 kPa
T = 253 to 653K

Airflow rates up to 400 kg/s are available.

7.1.2 Installation Configuration

The upstream part of the cell is provided with air by the air-conditioning
plant.

At the engine exhaust, a diffuser is connected to the air-conditioning
plant which allows extraction and cooling of the exhaust gases.

The layout of the cell is shown in Figure F.

7.1.3 Engine and Cell Cooling

A cooling low for both engine and cell is * ided to maintain the
temperature to fixed limits.
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7.2 Primary Test Measurements

7.2.1 Thrust Metering System

The engine was mounted on a thrust measuring system supported on four thin
blades; the thrust was measured by a Baldwin load cell.

The engine inlet duct was separated from the bellmouth by a zero leakage
seal. The load cell was calibrated by a calibrated actuator mounted on the
thrust metering system. The net thrust was calculated by computer using
the measured thrust with connections for the upstream and downstream engine
conditions.

7.2.2 Airflow Metering System

Airflow was metered by measuring the total static pressures, total
temperature and boundary layer profile downstream of the bellmouth.

7.2.3 Fuel Flow Metering System

High range (4.4 m3/h) and a low range (1.0 m3/h) fuel systems with
volumetric flowmeters were used for the UETP.

7.2.4 Pressure Measurements

Test test facility can provide 288 pressure lines through a scanning-valve
system. 84 direct lines are also available with individual transducers,
allowing differential pressures, oil, fuel or any hydraulic system
pressures to be measured.

7.2.5 Temperature Measurements

288 thermocouple wires, directly or with multiplexed lines are available.
Each thermocouple has its reference junction (273K)

7.2.6 Other Measurements

Ten lines for flow or speed measurements and checking measures can also be

used.

7.3 Data Acquisition System and Computer Installation

The data acquisition system includes the following:

- frequency meter lines: used for flow or rotation speed measurements.
- simple pressure lines: used for aerodynamic, differential or hydraulic

pressure; they each have their own transducer
and amplifier.

- scanned pressure lines: 24 pressure lines, one transducer and one
amplifier for each scanning valve system.

- temperature measurements use multiplexers with 24 lines each.

There are two opto-electrical isolators before entering the computer. The
command board is located in the facility and gives allowance to order the
data acquisition, to choose a "real time calculation program" and provide
various results.



Each time as data acquisition is ordered, the computer records the whole
data and can execute a real time calculation program and provide the

results of measurements and calculations on a line printer or on displays.

8. RAE PYESTOCK ALTITUDE CELL 3

8.1 Description

8.1. Test Facility

Cell 3 has a working section 6.1 m diameter and is one of five altitude
test cells used to test air breathing propulsion systems over a wide range
of simulated forward speed and altitude conditions. Air compressors and
exhausters, of 300 MW total equivalent power, enable altitudes from sea
level to 30,500 m and from 0 to 3.5 flight Mach number to be simulated,
with airflow rates up to 636 kg/s.

8.1.2 Installation Configuration

The UETP engine was installed in Cell 3 in a similar configuration to that
developed for military turbofan engines. It was pre-rigged and mounted on
a pallet before installation in the cell (see Figure G). The pallet was
then mounted on the thrust frame, which is supported on oil-borne bearings,
and connected to the cell services and instrumentation lines. The engine
inlet duct was isolated from the bellmouth in the plenum chamber and
upstream ducting by a freely mounted slip joint with a controlled and
calibrated leakage. Airflow was metered using a venturi type contracting
section and conditioned to a uniform pressure profile using flow
straightening gauzes (screens) supported by a coarse grid structure. The
pressure at the inlet to and around the exhaust from the engine was automa-
tically maintained to simulate the desired altitude and Mach number test
conditions, with the correct inlet temperature attained by mixing separate
hot and cold air upstream of the cell. A fixed geometry water cooled
exhaust diffuser was used to collect the exhaust gases and direct them to
the plant exhauster system.

8.1.3 Environmental Control System

The temperature environment around the engine ouring testing was controlled
by bleeding air from atmosphere via a cell ventilation valve. The flow was
regulated to maintain the test cell temperature within specified limits.
The environmental pressure around the engine was controlled by roughly
sizing the engine exhaust diffuser to the range of engine operating
conditions and to the plant exhauster capacity and finely trimming this by
bleeding air in from atmosphere downstream of the diffuser through three
automatic valves.

8.2 Primary Test Measurements

8.2.1 Thrust Metering System

The floating thrust frame was supported from oil-borne bearings on flexure
plates. A direct measurement of frame reaction was made using Bofors shear
force load cell. The system was calibrated in place before each test run
using a compression and tension load cell with traceable calibration to
the National Physical Laboratory (NPL) standards.
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8.2.2 Airflow Metering System

The airflow was metered using a cubic profile subsonic venturi located
upstream within the plenum chamber as part of the engine approach ducting.
The venturi flow coefficient analytically accounts for a velocity profile
at the throat due to the viscous boundary layer.

8.2.3 Fuel Flow Metering System

Fuel was metered with two positive displacement flowmeters. The meters
were calibrated using fuel in a laboratory test rig with traceable
standards to NFL.

8.3 Data Acquisition/Processing System

Pneumatic and electrical instrumentation, control and service system lines
were routed from the engine and support frame to the test cell wall in such
a manner that the desired engine thrust measuring accuracy could be
maintained. The pressure lines were routed to discrete transducers and the
thermocouple leads routed through insulated flasks containing melting ice
at 273K. The electrical signals from the pressure transducers,
thermocouples, thrust measuring load cells, and fuel flow meters were
conditioned for sampling by a Data Acquisition System (DAS).

The engine and test facility conditions were monitored in the control
room. At specified conditions, multiple scans of all parameters were
recorded by the DAS for determination of engine performance. The multiple
data scans were recorded by a satellite computer and transmitted to the
central facility computer for averaging and computation of cell conditions
and engine performance parameters in engineering units. Some selected
data were transmitted to the control room and displayed on numerical
display units (NDU). The performance data were tabulated on a line
printer and stored for later analysis. However, performance data could
also be displayed on interactive graphics terminals during the course of
testing to provide on-line monitoring of the quality of the data being
gathered.



N

REPORT DOCUMENTATION PAGE

I. Recipient's Reference 2. Originator's Reference 3. Further Reference 4. Security Classification
of Document

AGARD-AG-307 ISBN 92-835-0508-5 UNCLASSIFIED

5. Originator Advisory Group for Aerospace Research and Development
North Atlantic Treaty Organization
7 rue Ancelle, 92200 Neuilly sur Seine, France

6. Title - MEASUREMENT UNCERTAINTY WITHIN THE UNIFORM ENGINE
TEST PROGRAMME

7. Presented at

8. Author(s)/Editor(s) 9. Date

J.P.K. Vleghert May 1989

10. Author's/Editor's Address 11. Pages

See Flylcaf 74

12. Distribution Statement This document is distributed in accordance with AGARD

policies and regulations, which are outlined on the
Outside Back Covers of all AGARD publications.

13. Keywords/Descriptors

Altitude testing Sea-level testing
Engines Testing of engines
Gas turbines Uncertainty
Measurements

1 4. Abstract - --I
This AGARDograph is an outcome of the Propulsion and Energetics Panel Working Group 15
on 'Uniform Engine Testing Programme* (AGARD AR 248), During the performance of this
Group it appeared that the results of some test runs were somewhat scattered, without an obvious
explanation. The Group, therefore, formed a sub-Group with the task of carefully assessing the
uncertainties of the measured data in order to find out whether the scattering was within the
expected uncertainty or whether an explanation must be found. Since the results of the efforts of
the sub-Group have some importance beyond the Working Group 1 5 tests, it was decided to
report them in the form of an AGARi)ograph. In Chapter 5 the different uncertainties are
estimated. The discussion on the uncertainties appears in Chapter 6 and in the following Chapter
7. ten conclusions are drawn from the efforts.

This AGARDograph was prepared at the request of the Propulsion and Energetics Panel
of AGARD.



I L5

rS m

tLL

z >,

;LL;

-71 7,

LL

M 11M

-.. , L



-Cc

E E

zf, r- E
m0 C

-E TA' 0

05 t.

A Z

a 0.

.0 ~ E~ E 0 .  .

5 S -5

o0.L
E.~41 Ej E-

~~14


